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This map represents a statistical summary of the thematic 
content of this chapter. The network graph represents relations 
between the words in the chapter, placing them closer to each 
other the more they are related. The bigger the node, the more 
present the word is, signalling its role in defining what the report 
is about. The colors represent words that are closely related to 
each other and can be interpreted as a topic.

The map is generated by the OID on the basis of the chapter’s 
text using GarganText – developed by the CNRS Institute 
of Complex Systems. Starting from a co-occurrence matrix 
generated from chapter’s text, GarganText forms a network 
where words are connected if they are likely to occur together. 
Clustering is conducted based on the Louvain community 
detection method, and the visualization is generated using 
the Force Atlas 2 algorithm.
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This chapter provides an account of selected legislative and regulatory tools that are available to 
governments to mitigate the harms of mis- and disinformation and to govern the way mainly big tech 
companies operate. 1

The research synthesis focuses on:
•   What types of governance approaches are available? This briefly discusses voluntary governance 

that relies on corporate self-regulation and anticipatory co-regulatory and direct state regulatory 
approaches as well as remedial approaches such as competition/anti-trust measures.

•  What approaches to information ecosystems governance are being promoted at the global 
level? This highlights principles that are being established for governing information ecosystems 
and the emphasis given to human rights protections.

•  What are some of the legislative, regulatory and judicial approaches to governing information 
ecosystems? This explains governance approaches applied at regional or national levels. 
Anticipatory and remedial approaches are discussed: network neutrality policies aiming to open 
the digital infrastructure; privacy and data protection measures; digital platform regulation; and the 
regulation of AI systems and news media.

This chapter emphasizes normative goals and rules embodied in selected governance approaches, 
providing an insight into tensions between these goals and rules and their implementation in view of the 
interests of different actors.

Chapter 7 examines how governance practices are being deployed to combat mis- and disinformation 
to strengthen the health of information ecosystems. Chapter 8 critically examines alternative data 
governance practices aimed at resisting injustices, biases and the harms of big tech-enabled 
datafication practices.

1  For background reading, see Flew (2021). A comprehensive analysis of research in this area is beyond the scope of this report. See Appendix: Methodology for details of 
literature review process.
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1   Introduction
Governance of information ecosystems is 
concerned with both the role of governments to 
cultivate ‘systems, institutions, and norms that 
enable quality and useful information to flourish’, 2 
and also the corporate actors that supply the digital 
technologies that are implicated in the spread of 
mis- and disinformation. ‘Governance’ is understood 
here broadly to encompass patterns of rules that 
underpin social orders. 3

The focus in this chapter is on interdependent 
systems and the multiple interactions of 
information flows, technology and communication 
infrastructures, norms and practices of public 
and private institutions. Governance approaches 
are complicated by the fact that information 
ecosystems are composed of layers, each with its 
own conditions and actors, both public and private. 4 
These layers – infrastructure and applications – in 
this report, support news media and AI systems and 
the way data is governed (see Figure 6.1).

Figure 6.1 
Simplified view of the governance 
of information ecosystems
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Figure 6.1 locates the preparedness and resilience 
of people and their communities at the center of 
information ecosystems, indicating that governance 
arrangements – principles and institutions – 
are put in place globally, regionally or nationally 
through state regulations, co-regulatory measures 
involving states and the private sector, and the 
self-regulatory initiatives of companies that supply 
the information ecosystems infrastructure layer 
and support the applications such as hosting 
news media content. In this chapter we look 
principally at the governance of corporate actors 
(recognizing that in some countries state ownership 
plays a crucial role, and that local, municipal and 
community civil society actors are also taking 
initiatives to govern information ecosystems).

2  Types of 
Governance 
Approaches

Voluntary governance measures rely on self-
regulation by the tech company owners whose 
platforms host and circulate content, and by the 
companies that invest in and operate the underlying 
infrastructure, including the internet. 5 In this case 
private actors are expected to commit voluntarily 
to more stringent standards of practice, consistent 
with norms and values agreed internationally, 
regionally and nationally. Power asymmetries due 
to the monopolistic practices of many of these 
companies result in clashes between business 
interests and the public interest. Self-regulation 
may be intended, for instance, to protect the 
integrity of elections and the health of democracies, 
but it is limited due to its voluntary nature and the 

Source: Authors of this report

2  Radsch (2023a).
3  ‘Governance’ may refer to formal rules initiated by states, corporate self-regulation 

or co-regulation as well as informal rules and norms put in place individually 
or collectively. See Puppis et al. (2024) on multiple ways in which the term 
‘governance’ is used and criticized in the literature.

4  The layers of information ecosystems can be depicted in many different ways. See 
van Dijck (2020), for example, a depiction of the components of digital platforms 
as a tree structure with roots and branches organized differently in the in the 
European Union and the United States.

5  Kokshagina et al. (2023), supported by the European Commission.

http://www.informationdemocracy.org


CHAPTER 6 • GOVERNING INFORMATION ECOSYSTEMS: LEGISLATION AND REGULATION

3
www.informationdemocracy.org

INFORMATION ECOSYSTEMS AND TROUBLED DEMOCRACY
A Global Synthesis of the State of Knowledge on News Media, AI and Data Governance

possible interference with business interests (i.e., 
to maximize and monetize user online engagement) 
or by indifference to the public’s interest (i.e., in the 
protection of human rights or the maintenance of 
healthy information ecosystems). 6

Most digital platforms employ some form of content 
governance. They claim that their practices embody 
fundamental human rights protections, including 
freedom of expression and privacy protection. 
Typically, they have no dedicated policy specifically 
regarding mis- and disinformation, yet it is these 
big tech companies that decide how mis- and 
disinformation are addressed. 7 Recent efforts 
to achieve international consensus on what is 
expected of corporate self-regulatory governance 
are discussed in Section 3 of this chapter. 
Governance approaches applied at regional and 
national levels to network infrastructure, and for 
privacy and data protection, digital platform and AI 
systems governance and news media regulation are 
discussed in Section 4.

States are primarily responsible for acting to protect 
human rights and fundamental freedoms, including 
in the digital environment. They have a negative obli-
gation not to violate rights – including the rights of 
digital companies. They also have a positive obliga-
tion to protect human rights and implement them in 
practice. Every intervention is therefore a balancing 
act that must be assessed in each specific context. 8 
While governance in the form of state and co- 
regulation can address certain illegal acts, most 
mis- and disinformation cannot simply be banned 
because much of it is not illegal per se. 9

When voluntary self-regulation does not address 
concerns about the way the corporate sector 
is operating, anticipatory governance measures 
are used. These introduce legislative obligations 
that must be adhered to by the companies 

developing and operating components of 
information ecosystems. They may take the form 
of co-regulation (state and corporate), which is 
becoming common as concerns about the power 
of digital platforms and other data intermediaries 
are growing, and voluntary mis- and disinformation 
countermeasures are deemed insufficient to 
mitigate harms. 10 This approach aims to correct 
the power asymmetry between the owners of 
digital platforms and other actors in the ecosystem. 
Typically, co-regulation takes the form of 
regulations applied to dominant firms to establish 
norms and rules for their behavior. 11 It is regarded 
as a potentially balanced option – between 
the interests of the public and the interests of 
companies in succeeding in the commercial market. 
When the states legislate to set up co-regulatory 
arrangements, this can also involve participation by 
the private sector and some form of civil society 
representation in decision-making processes. 12

Anticipatory governance in this form is seen 
in some regions as more flexible and inclusive 
than direct state regulation. This is because co-
regulation is said to leave less room for abuse and 
discretionary measures on the part of the state. 13 
State regulation involves governments enacting 
legislation that grants them the authority to decide 
how information ecosystems should be structured 
and managed, which can result in rights-infringing 
measures and partisanship.

In addition, a remedial form of governance led by 
the state in the form of competition/anti-trust 
measures is becoming more common. This is 
premised on the view that competing infrastructure 
and service providers is consistent with the 
public interest. The state can also undertake other 
remedial actions, such as legislating changes 
in ownership arrangements for data or news 
organizations.

6  De Blasio & Selva (2021).
7  See Chapter 2 for news media and Chapter 3 for AI systems.
8  Tenove (2020), funded by the Social Sciences and Humanities Research Council (SSHRC) of Canada.
9  For an introduction to various forms of regulation, see Brown & Marsden (2023).
10  Self-regulation was still the preferred approach in 2021 in the Czech Republic, which addresses problems of mis- and disinformation through intelligence strategies; see De 

Blasio & Selva (2021).
11  Pickard (2020b).
12  See De Blasio & Selva (2021) on state/industry co-regulatory bodies, technical measures and codes of conduct.
13  Dittrich (2019); Durach et al. (2020).
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3  Global Governance 
of Information 
Ecosystems

Concerns about an ‘information crisis’, political 
polarization, harms to individuals and groups and 
the destabilization of democracies in the wake of 
datafication for profit have led to global initiatives to 
address these concerns. Concluding that declining 
trust in major institutions globally is partly due 
to failure to provide reliable information, in 2023 
the United Nations proposed a voluntary code of 
conduct relating to the integrity of information 
ecosystems (see Table 6.1):

All stakeholders should refrain from using, 
supporting or amplifying disinformation and 
hate speech for any purpose, including to 
pursue political, military or other strategic 
goals, incite violence, undermine democratic 
processes or target civilian populations, vulne-
rable groups, communities or individuals. 14

UNESCO’s governance initiative takes the form of 
Guidelines for the Governance of Digital Platforms. 
It establishes voluntary principles and guidelines for 
duties, responsibilities and roles for stakeholders, with 
the aim of safeguarding freedom of expression, access 
to information and other basic human rights (see 
Table 6.1). It also sets out guidance for policy makers 
for addressing hate speech through education. 15

Table 6.1 
Governing information ecosystems

Principles for information 
integrity: United Nations

Principles for governing 
digital platforms: UNESCO

•  Commitment to information 
integrity

•  Respect for human rights
•  Support for independent media
•  Increased transparency
•  User empowerment
•  Strengthened research and data 

access
•  Scaled-up responses
•  Stronger disincentives
•  Enhanced trust and safetY

•  Platform owners to conduct 
human rights due diligence

•  Platform owners should adhere 
to international human rights 
standards, including in platform 
design, content moderation 
and content curation

•  Platform operations are 
transparent

•  Platform companies make 
available information accessible

•  Platform owners are 
accountable to relevant 
stakeholders

Source: UN (2023a) and UNESCO (2023b)

Other intergovernmental organizations have stepped 
up efforts to mitigate threats associated with 
mis- and disinformation. For example, the OECD 
observed in 2024 that:

What makes content-specific regulatory 
responses particularly complex is not only 
that defining what content may be restricted 
without infringing upon freedom of expression 
is difficult, but also that illiberal regimes 
can co-opt laws to combat disinformation 
developed in countries with effective 
checks and balances to legitimise their own 
antidemocratic practices. 16

The OECD is working towards a framework 
that would help to enhance the transparency, 
accountability and plurality of information sources; 
foster societal resilience; upgrade governance 
measures; and encourage institutional arrangements 
that uphold the integrity of the information space. 
Bilateral initiatives aim to form coalitions among 
like-minded countries, for example a United States-
led effort aimed at protecting democracies from 
the disinformation campaigns of foreign 
governments. 17

14  UN (2023a).
15  UNESCO (2023b). The Guidelines were produced through a multistakeholder consultation, gathering more than 10,000 comments from 134 countries; see also UNESCO 

(2023a), a multi-stakeholder consultation that received 10,000 comments from 123 countries.
16  OECD (2024).
17  Wintour (2024), announced in April 2024, and signed by Canada, the United Kingdom and the United States.
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The framing of the impact of digital platforms and 
their technologies, including AI systems, on informa-
tion ecosystems in governance contexts depends 
on ‘political decisions about normative issues’, 18 
reflecting the interconnected nature of digital tech-
nologies and societal norms. Developing rules for 
news media, digital platforms and AI is a key means 
of exercising normative influence over global regu-
lation, and all these initiatives are framed by inter-
national human rights rules, even if the best means 
of institutionalizing these rules is contested. 19 At 
the global level, these contests among stakehol-
ders – public and private, individual and collec-
tive – played out in deliberations that led in 2024 to 
the United Nations’ Pact for the Future, setting out 
‘guiding principles’, which, among others, embrace 
‘full respect for international law’, ‘the pursuit and 
enjoyment of human rights and fundamental free-
doms for all’ and ‘the responsible and ethical use 
of science, technology of innovation, guided by the 
principles of equity and solidarity’. 20 Annex I is a 
Global Digital Compact that sets out five objectives:
1.  Close all digital divides and accelerate progress 

across the Sustainable Development Goals;
2.  Expand inclusion in and benefits from the digital 

economy for all;
3.  Foster an inclusive, open, safe and secure digital 

space that respects, protects and promote 
human rights;

4.  Advance responsible, equitable and interoperable 
data governance approaches;

5.  Enhance international governance of artificial 
intelligence for the benefit of humanity. 21

The actions include addressing connectivity and 
digital divides, addressing digital literacy, skills 
and capacities, promoting digital public goods and 
digital public infrastructure, expanding inclusion in 
the digital economy and promoting the ‘free flow of 
information and ideas’, calling on digital technology 
companies to respect international human rights 
and principles. 22

Regarding digital trust and safety, the Compact 
states that:

We must urgently counter and address 
all forms of violence, including sexual and 
gender-based violence, which occurs through 
or is amplified by the use of technology, all 
forms of hate speech and discrimination, 
misinformation and disinformation, 
cyberbullying and child sexual exploitation 
and abuse. We will establish and maintain 
robust risk mitigation and redress measures 
that also protect privacy and freedom of 
expression. 23

The Compact explicitly refers to information 
integrity:

We will work together to promote information 
integrity, tolerance and respect in the 
digital space, as well as to protect the 
integrity of democratic processes. We will 
strengthen international cooperation to 
address the challenge of misinformation and 
disinformation and hate speech online and 
mitigate the risks of information manipulation 
in a manner consistent with international 
law. 24

In this context, specific commitments to be 
achieved by 2030 include: ‘digital media and 
information literacy curricula’, promoting ‘diverse 
and resilient information ecosystems’, including the 
strengthening of independent and public media as 
well as supporting journalists and media workers, 
and providing, promoting and facilitating ‘access 
to and dissemination of independent, fact-based, 
timely, targeted, clear, accessible, multilingual 
and science-based information’, along with other 
commitments. 25 Other issues addressed under 
other objectives include data privacy and security, 
standards, data flows and AI.

18  Erman & Furendal (2022, p. 267), supported by the Marianne and Marcus Wallenberg Foundation and Swedish Research Council (Vetenskapsrådet).
19  Roberts et al. (2024).
20  UN (2024b, pp. 57-58). For the full list of guiding principles and commitments, see pp. 58-60.
21  UN (2024b, pp. 40-41).
22  UN (2024b, pp. 41-56).
23  UN (2024b, p. 48).
24  UN (2024b, p. 49).
25  UN (2024b, p. 49).
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to set rules for internet access and use. Whether 
network neutrality rules are adhered to conditions 
whether and how people can generate and amplify 
the circulation of all kinds of information, including 
mis- and disinformation, and what information they 
encounter online.

Network neutrality is the principle that internet 
service providers (ISPs) should treat all data 
(information) that flows through their networks 
without discrimination. This open internet principle 
is controversial because it impacts on the equality 
of access to data and online information. 26 The 
principle emerged in the Global North, and it 
intersects with zero-rating practices that are now 
common in many countries in the Global Majority 
World — ISPs offer access to certain services, and 
data usage does not count against a cap on the 
data used to access those services. This means 
that owing to a desire to minimize costs, users may 
restrict their access to information to a limited 
number of platforms.

Approaches to network neutrality and 
zero rating in India. Network neutrality and 
zero rating became critical policy issues 
in India, attracting intense scrutiny from 
online content firms and ISPs. The Telecom 
Regulatory Authority of India (TRAI) consulted 
on network neutrality in 2016 and 2017, after 
a #SaveTheInternet campaign by activists 
against Facebook’s Internet.org. Facebook 
aimed to provide low-cost and subsidized 
access to a few selected services to lower-
income countries in Asia and Africa. This 
zero-rating service raised concerns about 
fairness and competition, because it would 
give preferential treatment to certain services 
over others.

Network neutrality debates focused on 
traffic management practices, that is, the 
prioritization of certain types of internet 
traffic over others, potentially disadvantaging 

These statements of commitments necessarily 
are voluntary and have less traction than the 
governance rules that are introduced at national 
level by states or by regions and through the 
self-regulatory initiatives of globally operating 
companies.

4  Governance 
Approaches 
Applied at Regional 
and National Levels

This section explains governance approaches that 
are developed and applied at regional or national 
levels, although they are informed by commitments 
to voluntary principles that are agreed at the global 
level. We start with a selection of both anticipatory 
and remedial approaches to governance in areas 
that are expected to impact on the health of 
information ecosystems, beginning with network 
neutrality measures designed to secure an open 
internet (Section 4.1). We then review privacy and 
data protection measures (Section 4.2), digital 
platform regulation (Section 4.3), AI systems 
regulation (Section 4.4) and finally, approaches to 
news media regulation (Section 4.5).

4.1  GOVERNING NETWORK INFRASTRUCTURE

Internet connectivity and access are central to 
how people experience information ecosystems. 
While we cannot address all the features of 
governance in this area, network neutrality policies 
and regulations concerning what is known as 
‘zero rating’ are central to how those who do have 
connections and affordable access experience 
information ecosystems. This form of anticipatory 
governance typically involves legislation and co-
regulation, but it can also involve the state acting 
authoritatively under legislation that permits it 

26  For a discussion, see Baranes (2014); Bauer & Knieps (2018); Economides & Hermalin (2012); Hildebrandt & Wiewiorra (2024); Jordan (2017); Marsden (2016); Marsden & Brown 
(2023); Menon (2021); Pickard & Berman (2019); Winseck & Pooley (2017); Wu (2003); Yoo (2024). For a literature review, see Lee & Shin (2016).
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some users or competing services. The 
conflict is between those calling for an open 
internet, where all data is treated equally, 
and the ISPs that claim they need to manage 
network traffic under conditions of congestion 
and to block illegal content. TRAI banned 
discriminatory tariffs in 2016, effectively 
prohibiting zero-rating service offerings like 
Facebook’s Free Basics. 27

In India’s diverse socio-economic context, where 
internet access is a critical developmental tool, 
its policy of ensuring equal access by banning a 
two-tiered internet illustrates how a balance may 
need to be struck between equity and innovation 
in service provision. The Cellular Operators 
Association of India (COAI) suggests that the policy 
is limiting the introduction of lower-cost access 
that might help to bridge the digital divide. 28

Network neutrality and zero-rating issues are 
widely discussed in South Africa, South Korea and 
Latin America in relation to the public value of the 
internet, and where digital activism aims to resist 
Facebook’s Free Basics service. 29 In jurisdictions 
allowing zero rating, regulatory bodies, such as 
the Independent Communications Authority of 
South Africa (ICASA), provide guidelines to try to 
align these practices with public interest goals, 
for example to enhance educational and public 
health access to information or to prevent anti-
competitive behavior.

In the United States, net neutrality policy is in 
regulatory flux. The Federal Communications Com-
mission established strong net neutrality rules in 
2015 so that ISPs could not discriminate between 
preferred online service providers. A Pew Research 
Center survey found that when network neutrality 

rules were in place, a majority of Americans re-
ported that they either understood or supported 
the policy even though its enforcement was in-
consistent and impacted on the quality of service 
they experienced online. 30 Network neutrality was 
repealed in the United States in 2017, reinstated in 
2024 and then blocked by the federal court. There 
is some evidence that without net neutrality rules, 
there has been an increase in ISP data throttling and 
prioritization, which can be argued to disadvantage 
smaller content providers and reduce consumer choice.

The European Union’s Open Internet Access 
Regulation provides rules on net neutrality across 
member states, with the Body of European 
Regulators for Electronic Communications (BEREC) 
setting guidelines requiring that ISPs do not favor 
specific service providers. These indicate that zero-
rating practices must not undermine net neutrality. 31 
Here, too, the policy is controversial; although there 
is a high compliance rate, critics argue that the 
policy allows for subtle traffic prioritization that is 
discriminatory.

Techniques for closing off internet access, whether 
via zero rating, throttling traffic or other means of 
fragmenting the internet, are also used widely. 32 
Strong measures include internet shutdowns and 
social media blocking during elections, with political 
unrest and protests occurring in countries as 
diverse as Belarus, Iran, Myanmar, Turkey, Vietnam 
and Zimbabwe. 33 Interference by authoritarian 
regimes includes restrictions on access to 
information, such as China’s Great Firewall, heavily 
regulated ‘national internets’ and using intrusive 
content governance measures to favor or censor 
political speech or for surveillance, 34 such as, 
for example, Iran’s initiative to create a ‘national 
information network’, requiring websites and 
services to locate servers inside the country and 
increasing the cost of global internet traffic. 35

27  Eisenach (2015); Mukerjee (2016); Prasad (2018). For a more extensive treatment of zero rating, to give a sense of its scope and the debate around whether it addresses 
exclusion problems or unjustly reduces access to information, see Gerpott (2018); Hoskins (2024); Jaunaux & Lebourges (2019); Krämer & Peitz (2018); Mattelart (2023).

28  Menon (2021).
29  Nothias (2020); Robb & Hawthorne (2019); Shahin (2019); Shin & Lee (2017).
30  Greenstein et al. (2016); Program for Public Consultation (2022); Vogels & Anderson (2019).
31  BEREC (2024a, b).
32  Boas (2006); Howard & Hussain (2013); Kalathil & Boas (2003); Shahbaz et al. (2022).
33  Akser & Baybars (2023); Mare (2020); Sinpeng (2020); Ryng et al. (2022), supported in part by the Office of the United Nations High Commissioner for Human Rights (OHCHR).
34  Keremoğlu & Weidmann (2020), funded by the German National Science Foundation (DFG, Deutsche Forschungsgemeinschaft).
35  Motamedi (2024).
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Debates in this area concerning the infrastructure 
layer highlight the need for adaptable and context-
sensitive regulation so that the benefits of digital 
inclusion and access to diverse sources of 
information are balanced against risks of market 
distortions. One strategy is to require ISPs to 
disclose their data management practices and 
zero-rating agreements publicly, and to include civil 
society and industry in policy making. Decisions 
are increasingly influenced by efforts to achieve 
internet or digital sovereignty, which is understood 
differently depending on a country’s political and 
economic context. 36

4.2  PRIVACY AND DATA PROTECTION 
GOVERNANCE

The collection and processing of sensitive personal 
and non-personal data on an industrial scale in the 
data economy by big tech companies means that 
governance rules are being updated to mitigate risks 
of privacy infringements and harms resulting from 
identity exposure. Specific rules apply for different 
types of data depending on their sensitivity and the 
risks associated with their misuse, with the aim of 
increasing transparency and accountability for data 
use. 37 In this area we find a mix of anticipatory and 
remedial governance measures.

In the United States the capacity of digital 
platforms to collect, process and make data 
generated online available to third parties without 
user consent is subject to privacy protection 
legislation at the federal level, with the Children’s 
Online Privacy Protection Act (COPPA) of 1998 
updated in 2013 to govern the collection of 
information about minors, addressing issues of 
parental consent, confidentiality and security, with 
safe harbor provisions and rules for data retention 
and deletion. 38 There is no single federal law to 
govern data privacy, but federal laws apply to data 
and telecommunications, health information, credit, 
financial and marketing information. There are 

multiple state-level laws, including the California 
Consumer Privacy Act (CCPA). The Federal Trade 
Commission (FTC) functions as a regulator to 
constrain unfair or ‘deceptive or unfair business 
practices and from unfair methods of competition’, 
and takes action to enforce privacy laws. 39

•  In the United States, the CCPA is seen as 
the most stringent privacy law. It requires 
businesses to disclose the categories and 
specific pieces of personal information they 
collect at or before the point of collection. It 
asserts the consumer’s right to know about the 
personal information that is collected and when 
it is sold or shared with third parties. This model 
broadened the concept of data ‘sale’, potentially 
encompassing many types of data transactions 
not typically considered sales, and requiring 
businesses to reevaluate their data practices. 40

•  In the United States, the Health Insurance Porta-
bility and Accountability Act (HIPAA) was intro-
duced in 1996 with data privacy and security 
provisions for safeguarding medical information. 
The HIPAA, while comprehensive, does not fully 
address the complexities of new technologies 
and the digitization of health records. Mobile 
health applications and wearable technology 
are generating vast amounts of health-related 
data that can fall outside the scope of this 
legislation. This underscores the need for conti-
nuous enhancement of legal frameworks to keep 
pace with technological advances and societal 
changes. Data protection becomes even more 
complex when sensitive topics, such as access 
to abortion data, become an issue, and the han-
dling of, for example, abortion data, comes under 
intense scrutiny. The reversal of Roe v. Wade has 
heightened concerns about the privacy and se-
curity of reproductive health data. The protec-
tion of such sensitive data is crucial in preventing 
data misuse and discrimination, and in ensuring 
that individuals’ privacy rights are upheld. 41

36  Afina et al. (2024); Kokas (2022); Kumar & Thussu (2023); Stefanija & Pierson (2023).
37  Kerber (2020).
38  US Congress (2013).
39  See FTC website https://www.ftc.gov/about-ftc and see Kira et al. (2021) for an overview, supported by the Global Challenges Research Fund (GCRF), UK and the Omidyar 

Network.
40  US State of California (2018).
41  Dellinger & Pell (2024); Roth (2022); US Congress (1996a).
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•  The European Union’s General Data Protection 
Regulation (GDPR) references fundamental 
rights enshrined in Articles 7 and 8 of its 
Fundamental Rights Charter, and is among the 
most comprehensive regulation worldwide. 42 
Implemented in May 2018, it sets out 
requirements for companies and organizations 
that collect, store and manage personal data. 
It applies uniformly across all sectors, but has 
specific provisions for some types of data-
processing activities. For example, Article 9 
imposes stricter conditions on the processing 
of special categories of personal data such as 
health information, biometric data and data 
revealing racial or ethnic origin.

A shift in tech company behavior was recorded 
when data collectors were required to disclose their 
data handling practices and undergo regular audits 
to ensure compliance with legal standards. 43

Compliance with the GDPR. Google has 
faced significant challenges in complying 
with the GDPR. The stringent demands for 
increased transparency and data handling 
accountability compelled the company to 
overhaul its privacy policies and practices. 
It revised its privacy policies to make them 
more understandable and accessible to 
users, simplifying the language and providing 
clearer explanations of what data is collected 
and how it is used. The policies now include 
detailed descriptions of privacy controls that 
users can access to manage their personal 
information, aiming to ensure users have a 
better understanding and greater control over 
their data. Google introduced more granular 
privacy controls in user account settings, 
allowing users to more easily review and 
modify privacy options. A proactive ‘Privacy 
Checkup’ tool was rolled out that guides users 

42  EC (2016b).
43  Linden et al. (2020), supported in part by the National Science Foundation (NSF), US.
44  See Houser & Voss (2018); Murtaza & Salman (2019); Waldman (2020).
45  See Halpern et al. (2024).
46 See Brignull (2023, p. np).
47  See Murgia (2019); O’Faolain (2024).

through their privacy settings, aiming to help 
them make better informed decisions about 
their data. 44

Questions remain about whether the regulation 
goes far enough to ensure data privacy, and tech 
companies are frequently charged with data 
breaches and with unauthorized tracking of users 
online. For example, a case has been brought 
under European Union competition policy anti-
trust rules law against Alphabet Inc. for Google’s 
alleged tracking of users. In June 2024, action by 
the European Center for Digital Rights (NYOB), a 
privacy advocacy group, resulted in Google being 
scrutinized under European Union anti-trust law 
for unauthorized user tracking by its Chrome web 
browser. 45 Privacy controls on platforms such as 
Facebook have also been criticized for their use of 
so-called ‘dark patterns’ – ‘tricks used in websites 
and apps that make you do things that you didn’t 
mean to, like buying or signing up for something’ 
all create opportunities for unauthorized data 
collection that are opaque to the user. 46 Alleged 
infringements of privacy can take a long time to 
resolve. For example, the Irish Data Protection 
Commission’s 2019 investigation into whether 
Google uses sensitive personal data about race, 
health or political preferences to target ads stalled. 
The Irish Council for Civil Liberties then asked the 
Irish High Court to force an investigation, but this 
request was denied, although the Data Protection 
Commission did start an investigation in early 
2024. 47

The complexity of data collection practices and 
the volume of data pose significant challenges for 
achieving true transparency, and data protection 
authorities are struggling to keep pace with multiple 
cases before the courts. The power asymmetry 
between large tech companies and their users 
can leave the latter unaware of the full extent 
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and implications of data collection and data 
monetization; targeted advertising and the misuse 
of data for political gain mean that the GDPR is not 
a panacea for all data economy issues. Vigilance 
and a commitment to ethical data practice are 
essential to protect user privacy and maintain 
public trust.

While the GDPR has served as a template in several 
jurisdictions, 48 others have varied approaches, 
reflecting their unique socio-political and economic 
contexts:

•  In African countries measures are being taken 
to introduce privacy protection and data 
protection legislation. A data protection law 
was put in place in Cape Verde in 2001. As of 
the end of 2023, 35 countries had enacted 
legislation, with three others pending, although 
a review indicates that in some cases countries 
introduce exemptions for national security 
reasons. While the GDPR in Europe also provides 
exemptions, the issue in African countries is 
the robustness of the institutional protection of 
human rights. 49

•  Brazil’s General Personal Data Protection 
Law (LGPD, Lei Geral de Proteção de Dados) 
mirrors the GDPR’s comprehensive scope while 
incorporating elements tailored to the country’s 
environment. The LGPD emphasizes principles 
of transparency, purpose limitation and data 
minimization, aiming to balance the protection of 
personal data with the facilitation of economic 
activities. 50

•  China’s approach to data protection, exemplified 
by the Cybersecurity Law and Personal 
Information Protection Law (PIPL), is tied to its 
broader strategy to balance the imperatives 
of economic growth and national security, 
reflecting its socio-political and economic 
landscape. 51 It is argued in the critical literature 

that the main emphasis of the country’s data 
laws is on treating data as a ‘new factor of 
production’, which does not acknowledge 
people’s epistemic rights, that is, their right to 
know. 52

•  In India, a Draft Personal Data Protection 
Act (DPDPA) 2023 was proposed in 2018 
after a landmark Supreme Court judgment 
– Puttaswamy vs. Union of India in 2017 – and 
passed in 2023. The DPDPA mirrors aspects of 
the GDPR, and is aimed at ‘the processing of 
digital personal data in a manner that recognises 
both the right of individuals to protect their 
personal data and the need to process such 
personal data for lawful purposes’. In some 
sectors, such as financial technology (fintech), 
sectoral regulations apply. For example, the 
Reserve Bank of India plays an important role 
in regulating the financial services industry, 
establishing and enforcing self-regulatory 
guidelines, and penalizing and suspending 
bank licenses that do not comply with its data 
protection guidelines and ‘know your customer’ 
norms. 53

•  Japan has updated its Act on the Protection of 
Personal Information (APPI) several times after 
its introduction in 2003, and achieved GDPR 
compliance a year before the European Union’s 
legislation came into force. Further amendments 
have expanded the scope of individual rights, 
provided for stricter consent requirements, 
made data breach notifications mandatory, and 
limited the types of data that can be provided 
to third parties. 54

These rules illustrate that approaches to 
governing data to secure privacy protection differ 
considerably because they are tailored to the 
concerns and inequalities in specific political 
and economic contexts. It is therefore important 
to differentiate between approaches in the 

48  Bryant (2021).
49  Andere & Kathure (2024); Ndemo & Thegeya (2023); South Africa Government (2024).
50  Government of Brazil (2018).
51  He (2023); US-China Commission (2022); Voss & Pernot-Leplay (2024).
52  Chin (2024)
53  Government of India (2023, p. 1); Justice K.S. Puttaswamy (Retd.) & Anr. vs. Union of India & Ors (2017); for an overview of trends in data governance, see also Punia et al. (2022).
54  Abdulrauf & Dube (2024); Coos (2022) provides a comprehensive overview of data privacy laws in Africa.
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higher-income countries and the middle- and 
lower-income countries. 55 Data protection and 
privacy legislation can share common themes, 
such as provisions for consent and attention to 
data subject rights, although this legislation differs 
in scope and specific provisions, such as data 
localization.

For instance, in the European Union, the GDPR 
mandates strict consent requirements and 
robust data subject rights, influencing global data 
protection standards with its comprehensive and 
extraterritorial reach. In contrast, in the United 
States, the CCPA, while also emphasizing consumer 
rights and transparency, introduces a unique private 
right of action and provisions tailored to California’s 
legislative context. India’s DPDPA incorporates 
stringent data localization requirements, reflecting 
an emphasis on digital sovereignty, local data 
control and geopolitical considerations. Each of 
these legislative approaches plays a role in shaping 
the practices of data privacy and individual rights 
protection and the standards that are adhered to. 56

Defining responsible parties. Under 
the GDPR, responsible parties are clearly 
defined as either ‘data controllers’ or ‘data 
processors’. A data controller determines the 
purposes and means of processing personal 
data, while a data processor is responsible for 
processing data on behalf of the controller. 
This distinction is crucial for accountability 
as it clarifies who is responsible for ensuring 
compliance with the GDPR, and who will 
be liable if something goes wrong. In India, 
the DPDPA introduces the concept of data 
fiduciary and data processor, where data 
fiduciaries are akin to data controllers under 
the GDPR and are tasked with exercising due 
diligence in the processing and securing of 
personal data.

Governing data is a delicate endeavor for policy 
makers. It involves a struggle to manage the balance 
between the need for data security and privacy 
and the benefits of data utilization (for sector 
applications, e.g., health, finance, environment 
monitoring or for monetization purposes). By 
implementing specialized governance measures, 
enhancing transparency and promoting public 
awareness, the aim is to safeguard sensitive 
personal data against misuse. The diverse parties 
involved in data collection – from tech giants 
and startups to governments and third-party 
contractors – presents unique challenges in 
achieving effective governance that can assure 
accountability, fairness and transparency in how 
data is collected and used. 57

4.3  GOVERNING DIGITAL PLATFORMS

Both anticipatory and remedial forms of governance 
are being applied in many countries to moderate 
the behavior of the big tech companies, with 
measures being put in place to establish rules for 
digital platform operation when it is found to be 
inconsistent with human rights standards and/
or to be anti-competitive. This section highlights 
how these measures impact on the problem of 
mis- and disinformation, but does not address the 
full complement of governance measures being 
introduced in regions around the world.

The European Union introduced measures dedicated 
to countering mis- and disinformation with an 
Action Plan in 2018. This was centered around 
improving capabilities to detect, analyze and expose 
mis- and disinformation. The aim was to strengthen 
coordinated responses, mobilize the private sector, 
raise awareness and increase societal resilience. 
A Code of Practice on Online Disinformation was 
put in place (and strengthened in 2022). The 
Code commits industry to address mis- and 
disinformation, political advertising and the integrity 
of services, and aims to empower consumers and 
the research community. 58 It operates under the 

55  Sampath (2021).
56  Park (2020).
57  Dolata et al. (2022).
58  EC (2018, 2022e); early signatories were Facebook, Google, Twitter and Mozilla, and parts of the advertising industry, followed by Microsoft and TikTok; see also Saurwein & 

Spencer-Smith (2020). For criticisms of the Code, see Culloty (2021); Monti (2020); Nenadić et al. (2023); Pamment (2020).
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supervision of the European Commission, and has 
inspired other countries to take similar action. 59 
A permanent monitoring mechanism – the European 
Digital Media Observatory – was established as a 
hub for fact-checkers and for those studying mis- 
and disinformation issues. 60

A wider European Union regulatory framework has 
been put in place to strengthen digital governance, 
including the Digital Services Act (DSA) and the 
Digital Markets Act (DMA). 61 These rules share a 
foundation in human rights aiming to safeguard 
citizen rights, and this legislative package is shaping 
content governance approaches at the national level. 62

Horizontal human rights. The DSA sets limits 
to the terms and conditions of platforms to 
govern the interactions between users and 
platforms — including the degree to which 
algorithmic recommender systems are used. 
Article 14 mandates that platforms must 
consider user interests in content moderation 
and complaint handling, referencing 
fundamental rights, such as freedom of 
expression. Very large online platforms 
(VLOPs) are required to respect fundamental 
rights due to the ‘systemic risks’ they present, 
based on comprehensive risk analyses and 
mitigation strategies. Article 34(1) obligates 
platforms to consider users’ fundamental rights 
among other factors when evaluating risks. 63

The DSA is ‘a horizontal framework for regulatory 
oversight, accountability and transparency 
of platforms and search engines’. 64 Many of 

its measures apply to digital platforms and 
intermediaries with more than 45 million users per 
month in the European Union. 65 The Act’s provisions 
govern the algorithms used in automated content 
moderation, with binding obligations to remove 
illegal content, safeguards to respect freedom of 
expression and substantial penalties for failure to 
comply. VLOPs and search engines must adhere to 
a benchmark for processing valid notifications for 
removal of illegal hate speech in less than 24 hours. 
If a platform considers that content is not compliant 
with its terms and conditions, it may proceed with 
deletion or restriction. The aim is to create a safer 
digital space within which the fundamental rights of 
all users of digital services are protected. 66 These 
legislative measures combine ‘internal market, 
fundamental rights and geopolitical motivations, 
primarily in relation to emerging technologies’. 67

The DMA addresses the monopolistic behavior 
of the largest digital platforms with the aim 
of establishing a ‘level playing field’, that is, a 
contestable market, by constraining the practices 
of companies with gatekeeping power and that 
offer ‘core’ platform services. The overall goal is to 
promote ‘innovation, high quality of digital products 
and services, fair and competitive prices, as well as 
high quality and choice for end users in the digital 
sector’ 68 by addressing imbalances in bargaining 
power and unfair (monopolistic) practices so that 
greater choice is available to platform users. There 
are sanctions against platform self-preferencing, the 
largest gatekeepers must enable the interoperability 
of services, and there are other measures aimed 
at achieving a balance between business and 
individual (or collective) interests.

59  DiGi (2022); Wilding (2021).
60  European Digital Media Observatory: https://edmo.eu.
61  EC (2022a, c). For the Data Governance Act, see EC (2022d) and for the Data Act, see EC (2023); see also Akman (2022); Botta (2021); Broughton Micova & Jacques (2020); 

Galantino (2023); Just (2022); Mansell (2021); Moreno Belloso & Petit (2023); Nenadić et al. (2023).
62  Church & Pehlivan (2023), authors affiliated with Linklaters, a law firm, with offices in London and Madrid. The large tech companies are also subject to national law with binding 

measures, such as the German Network Enforcement Act 2017, the French Organic Law No. 2018-1201, and Hungarian legislation; see German Law Archive (2017); Government 
of France (2018); Stolton & Makszimov (2020).

63  Defined as platforms with more than 45 million users per month.
64  Nenadić et al. (2023, p. 8).
65  Turillazzi et al. (2023).
66  EC (2022c); Reyna (2024).
67  Broeders et al. (2023, p. 1272), funded by the Dutch Ministry of Foreign Affairs (BZ, Ministerie van Buitenlandse Zaken); see also Mansell (2021).
68  EC (2022a, para. 106). See also Brown & Marsden (2023); Crémer et al. (2019).
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Competition/anti-trust legislation provides tools 
that are applied ex post to mitigate harms. Remedial 
remedies can include corporate divestment, fines 
and behavioral requirements. Competition law is 
seen as a means of leveling the market and diffusing 
gatekeeper power, although the gatekeeping power 
of big tech companies is generally treated as a 
‘natural’ outcome of technological innovation.

Competition law applies in the European Union, 
and cases have been brought against Google’s 
search and advertising practices, Google’s and 
Apple’s app store rules for participation, Meta’s data 
collection and processing practices, and Amazon, 
for its treatment of companies that use its online 
marketplace. 69 The Treaty on the Functioning of 
the European Union (TFEU) applies to the conduct 
of ‘gatekeepers’. The scope tends to be limited to 
cases where the dominance of specific markets 
can be evidenced through lengthy investigation, 
although the criteria for establishing market 
dominance are slowly being modified. 70 For example, 
in Germany, non-price issues, such as access to 
data, have been treated as a potential criterion for 
determining market power, and member states are 
introducing modifications to enable them to bring 
actions against digital platforms more easily. 71

The digital platforms have faced few efforts in the 
United States to curtail their market power until 
recently, allowing them to refine their business 
models to maximize user engagement and monetize 
data for profit. This has enabled them to acquire or 
suppress competitors, favor their own products and 
services, and downplay or disavow responsibility 
for harms linked to data collection, processing and 
monetization operations. The companies insist that 
they are providing their customers with convenient 
ways to access digital content and to buy goods 
online consistent with their individual preferences. 
However, more aggressive application of anti-trust 
law was encouraged under the Biden Administration, 

with cases being brought against the platforms 
by the Department of Justice and the FTC as they 
pursue more vigorous efforts to limit platform 
monopolistic behavior. 72 Proposals for sector-
specific legislation, with some echoes of European 
Union approaches, are considered from time to 
time at the federal level to tackle big tech power. 
These have not been signed into law, but they call 
for prohibitions on large platforms giving preference 
to their own products, encourage interoperability 
and restrict platform use of non-public data, with 
penalties and injunctions.

In the United States there is much debate about 
the spread of viral mis- and disinformation and the 
consequences of content governance practices. 73 
The First Amendment speech rights protections 
have led to controversy around the need for 
content governance. 74 Legislative proposals aimed 
at curtailing the circulation of content deemed 
to be harmful typically fail to attract sufficient 
congressional support. Digital platforms benefit 
from Section 230 of the Telecommunications Act of 
1996. 75 Providers or users of interactive computer 
services are not treated as ‘publishers’ or ‘speakers’ 
of any information provided by another content 
provider. They therefore have broad immunity from 
liability for the content they host. Debates about how 
platform immunity might be circumscribed are highly 
politicized. Proposals to combat ‘fake’ information are 
met with ‘free market’ arguments and the claims that 
competition will eliminate problems.

This report does not cover all the cases seeking to 
curtail the big tech companies’ power. However, it 
is important to note that when there are successful 
cases confirming their monopoly power, this could 
have a substantial long-term impact. One example 
is a court ruling in August 2024 that Google was a 
monopolist in the general search text ad market. 
However, it was not found to be a monopolist in 
the search ads market, that is, based on the signals 

69  Nicoli & Iosifidis (2023).
70  EC (2012, Articles 101, 102).
71  Just (2018, 2022).
72  FTC (2024); see also Stigler Committee (2019); Wu (2018).
73  Flew (2021).
74  Forum on Information and Democracy (2024d).
75  US Congress (1996b).
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provided by users’ online interactions and the 
company’s algorithms. 76 At the time of writing the 
judgment was under appeal. If it stands, it could 
open the door to further action, from breaking up 
monopolies to forcing companies such as Meta, 
Apple and Amazon to change their behavior, for 
example to modify their algorithms or make them 
provide support to the news media industry. 77

None of these judgments changes the overarching 
commitment to rapid innovation in digital 
technologies, including the use of opaque 
algorithms and generative AI (GenAI) for profit, 
which, in the United States at least, remains 
a powerful mobilizer of investment in future 
generations of data monetization strategies. 78 An 
argument gaining some ground is that the scale 
of digital platform adoption has reached a point 
where they have become essential public services 
and should be subject to the same regulations as 
public utilities (as privately, publicly, cooperatively 
or municipally owned) that operate as ’natural 
monopolies’. However, whether digital platforms 
such as Meta meet the threshold for being classified 
as an ‘essential service’ is disputed, and some argue 
that treating them in this way could entrench their 
monopolistic position.

Much of the literature on big tech governance 
focuses on the United States and Europe (and 
increasingly on China). Other countries also have 
legislation. We mention only a small sample of 
instances here, where measures are being taken to 
combat mis- and disinformation. 79

Country measures to legislate to limit mis- 
and disinformation. Between 2011 and 2022, 
78 countries had passed sector-specific 

laws designed to limit the spread of online 
mis- and disinformation. Some focus on 
improving transparency and accountability 
and increasing media and information literacy. 
Others focus on criminalizing the creation and 
distribution of content, which, in authoritarian 
states, paves the way for subjective 
evaluations of what constitutes ‘fake news’, 
leading to the abuse and undermining of 
freedom of expression, including press 
freedom. 80 National legislation aimed at 
combating mis- and disinformation includes 
the Malaysian Anti Fake-News Act 2018, the 
Singapore Protection from Online Falsehoods 
and Manipulation Act 2019, the Russian fake 
news law, the Bangladesh Digital Security Bill 
Act, and several laws in China. 81

These laws tend to position digital platform owners 
or states as arbiters of ‘truth’, which can lead to 
abuses of basic freedoms. 82 Legal initiatives also 
face lobbying by the big tech firms. For example, 
in Brazil, work on a law on AI initially proposed in 
2019 had not been adopted at the time writing 
in late 2024 due to successful lobbying by big 
tech companies. The draft calls explicitly for 
the ‘development, implementation and use of 
Artificial intelligence in Brazil … based on integrity 
of information through the protection and 
promotion of reliability, accuracy and consistency 
of information’. 83 In authoritarian regimes, when 
digital platforms provide spaces for political 
activism – including by opposition parties – this is 
problematic from a rights-based perspective, and 
is illustrated by the experience of Southeast Asian 
states, where state authority is maintained through 
a combination of political pressure and internet 
controls. 84

76  This general search ad market excludes display ads, retargeted display ads and non-search social media ads, that is, ads that rely on ‘indirect signals to decipher a users’ latent 
intent’ based on a user’s past online interactions (US District Court, 2024, p. 168).

77  Radsch (2024).
78  This is addressed in Chapter 8.
79  Pickard (2022a).
80  Lim & Bradshaw (2023).
81  Dittrich (2019); Malaysia Government (2018); Repnikova (2018); Reuters (2019); Richter (2019); Singapore Statutes (2019).
82  Dittrich (2019).
83  Government of Brazil (2023); our translation.
84  Sinpeng (2020).
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4.4  GOVERNING AI SYSTEMS

Regulators and policy makers face substantial 
challenges in defining rules for content governance 
enabled by AI systems in the light of the challenge 
of balancing the potential benefits to be gained 
from encouraging innovation against the risk 
of harm to individuals, businesses and society 
from the lack of regulation to protect them. 85 
International bodies such as the Council of 
Europe, the OECD and the United Nations, and its 
agency, UNESCO, are active in defining principles 
and standards designed to protect human rights 
against the negative impacts of AI systems. 86 Every 
intervention intended to uphold human rights norms 
is therefore a balancing act that must be assessed 
in each context.

Differences in approaches are apparent in AI 
governance initiatives announced by the United 
States and the European Union in 2023. President 
Biden’s 2023 Executive Order on Safe, Secure, and 
Trustworthy Development and Use of Artificial 
Intelligence emphasizes the obligations of AI 
developers of ‘dual-use’ foundation models to show 
that these will not lead to violations of federal laws 
on civil rights, discrimination, etc. 87 In contrast, 
the European Union’s AI Act of 2024 takes a wider 
view that includes obligations on the part of AI 
developers to actively protect human rights. 88

Before the emergence of AI-related regulation, 
the components of information ecosystems were 
already regulated at various levels: international 
law, regional standards and national laws. Recent 
initiatives to regulate the impact on AI on 
societies have started to home in on transparency 
requirements, training data disclosures and risk 
assessment obligations. Normative approaches 

include the United Nations resolution, ‘Seizing 
the opportunities of safe, secure and trustworthy 
artificial intelligence systems for sustainable 
development’, the OECD’s Recommendation of 
the Council on Artificial Intelligence, UNESCO’s 
Recommendation on the Ethics of AI, the G20 AI 
Principles, the G7 Hiroshima Process, including 
principles for GenAI, the AI Safety Summit 
Declaration in Bletchley, the Council of Europe 
Framework Convention on Artificial Intelligence, 
Human Rights, Democracy and the Rule of Law, 
and the Executive Order in the United States. The 
European Union’s AI Act enters into force in 2025. 89 
Many of these aim to guard against the risks and 
harms of mis- and disinformation.

Policy makers and their regulatory institutions face 
two connected challenges when developing rules 
for governing the impacts of AI on information 
ecosystems. 90 First, ‘AI’ is not a static product that 
can be regulated once, and regulatory approaches 
need to focus on the evolution of AI systems during 
their whole lifecycle, that is, throughout the design, 
development and deployment phases. Second, 
the impacts of the use of AI systems are seen as 
being more determinative of regulatory needs than 
abstract characteristics of a system (which are 
bound to change). For this reason, most regulatory 
approaches involve risk-based approaches that 
are used to define AI systems requirements based 
on the level of risk a system is judged to pose. 91 
The aim of risk-based approaches is therefore 
seen by some as ‘not primarily to manage risk but 
instead to ensure legislative proportionality’ that will 
avoid stifling innovation. 92 An example of this is the 
European Union’s AI Act of 2024, which classifies AI 
applications into different risk categories, with more 
extensive obligations for higher-risk applications.

85  For reviews of research on the governance of algorithms and AI, see Gritsenko et al. (2022), supported by NOS-HS (Joint Committee for Nordic research councils in the 
Humanities and Social Sciences); Crawford (2021); and for resources on legal approaches, see Custers & Fosch-Villaronga (2022); De Bruyne & Vanleenhove (2021); Księżak & 
Wojtczak (2023); see also Bullock et al. (2022).

86  Bello y Villarino (2023). Professional societies, such as the Institute of Electrical and Electronics Engineers (IEEE) are very active in this domain, especially in relation to 
Electronic Warfare (EW). See, for example, Koene et al. (2018).

87  US Executive Order (2023, para. k). The dual-use foundation model is defined as an ‘AI model that is trained on broad data; generally uses self-supervision; contains at least 
tens of billions of parameters; is applicable across a wide range of contexts; and that exhibits, or could be easily modified to exhibit, high levels of performance at tasks that 
pose a serious risk to security, national economic security, national public health or safety, or any combination of those matters...’

88  European Commission (2024b); Larsen & Küspert (2024).
89  Council of Europe (2024); G7 (2023); G20 (2019); OECD (2022c); UK DSIT (2023); UNESCO (2022c); UN (2024c); see also EC (2024c), agreed March 2024; US Executive Order 

(2023).
90  De Gregorio (2023).
91  Cole (2024).
92  Mahler (2022, p. 247).
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AI system risk categories. In the first 
category, certain AI systems are deemed so 
risky as to be ‘unacceptable’: an AI-based 
Aassessment of individuals’ behavior by 
government agencies, that is, when they 
influence the ‘free will’ of users or contain 
‘social scoring’. Under the AI Act’s scope, their 
use is prohibited in the European Union.

The next category includes ‘high-risk’ AI 
systems, which are listed in Annexes II and 
III of the Act. Annex II features a list of exis-
ting European Union regulations that require 
a ‘conformity assessment’ for products that 
bear specific risks. If an AI component is part 
of these products or the product ‘itself’, it is 
considered a ‘high-risk’ AI system. For the list 
in Annex III, the context of use is more rele-
vant, that is, it is not the AI system itself that 
is considered risky, but the domain in which it 
is applied. Eight domains are named in which 
certain AI systems are ‘high risk’, such as 
those involved in decisions about access to 
education or employment. A particularly large 
number of applications that are considered 
‘high risk’ are those involved in law enforce-
ment or migration. If an AI system falls into 
this category, manufacturers and users must 
adhere to compliance obligations, such as 
having risk governance and quality manage-
ment systems in place, and registering the AI 
system with the European Commission. 93

The third category includes ‘low-risk’ 
AI systems, for which the Act requires 
‘only’ transparency obligations and thus, 
significantly fewer requirements than for 
those in the ‘high-risk’ category. This means 
that providers of AI systems that (1) interact 
with humans, (2) are used for emotion or 
biometrics recognition, or (3) that generate 
‘deepfakes’ must notify their users that the 
content was generated by AI.

Not regulated by the AI Act are ‘risk-free’ AI systems 
that include, for example, spam filters for email 
programs. Here, the risk for users is considered so 
small that no regulation is envisaged. For emerging 
AI systems not previously addressed, the AI Act 
stipulates that they must be categorized as ‘high-
risk’ AI systems if they can negatively affect 
fundamental rights. This classification imposes 
substantial compliance duties on both providers 
and users of these AI systems. Article 13 requires 
providers of ‘high-risk’ AI systems to transparently 
outline the risks these systems pose to fundamental 
rights when employed, and Article 14(2) mandates 
human oversight of ‘high-risk’ AI systems to 
safeguard fundamental rights.

The AI Act also references fundamental rights at 
various points. These often serve to clarify the 
broader context and rationale for specific provisions 
at European Union level, highlighting the potential 
of AI systems to impact fundamental rights. For 
instance, recitals (legislative texts) address the 
risks of AI systems being used for manipulative or 
exploitative practices. One criticism voiced against 
regulating only primary uses of AI models, mainly 
exercised through quality assurance of their training 
data, is that risks of secondary use, where a model 
used in an AI system is applied in a way that its 
developers did not intend, may go undetected. 
A solution would be to focus on the concept of 
purpose limitation for AI models, which would 
leverage existing data protection approaches. 94 
Some researchers are encouraging more stringent AI 
systems rules, arguing that law makers should learn 
from both ineffective and missing regulations during 
the early days of social media, when they failed to 
address the underlying business model that led 
platforms to prioritize the data-driven monetization 
of user attention. 95

Many other regions and countries are putting strate-
gies and governance frameworks in place. 96 Despite 
the fact that AI systems are largely developed by 
companies in the Global North and China, organiza-
tions in African countries, Latin America and Asia are 

93  Annexes I and III of the Act refer to harmonization with European Union legislation and listed high-risk AI systems requiring third-party conformity assessment.
94  Mühlhoff & Ruschemeier (2024).
95  Sanders & Schneider (2024); and there are calls for standards, see Lewkowiz & Sarf (2024); Schwartz et al. (2022), although some argue that companies will use voluntary 

standards to evade regulations on AI systems development (Han et al., 2022).
96  For a comprehensive review of AI systems regulation in emerging economies, see Findlay et al. (2023).
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Clearly uniform approaches to governing AI 
systems and tackling mis- and disinformation are 
not viable. 104 And when AI governance turns to 
ethical considerations, scholars in Global Majority 
World countries point to the bias of debates 
towards the interests of the Global North, which 
neglect approaches that differ from those adopted 
in Europe or the United States. 105 Proposed 
AI legislation in Brazil, for example, follows the 
European Union’s AI Act in adopting a risk-based 
approach with a list of prohibited applications. 
It differs, however, in guaranteeing individual 
rights accompanied by judicial and administrative 
mechanisms to enforce these rights. These include 
the right to contestation and human intervention, 
emphasizing due process for people affected by 
automated decisions. 106

Frameworks are being developed that transcend na-
tional boundaries and address the international im-
plications of AI systems, beyond regional normative 
approaches and global commitments to sustainable 
and accountable AI. However, so far no organiza-
tion has succeeded in taking the lead in driving the 
development of AI systems in a way that is based on 
international solidarity and inclusive participation.

4.5  GOVERNING NEWS MEDIA

Rule-based governance arrangements have 
implications for the way the news media is 
regulated, especially since what counts as news, 
what is a news media organization, and journalism 
profession norms and practices are changing, or at 
being least contested, in many countries. 107

Legacy and online news media are intertwined in 
the data economy. The governance of data, di-
gital platforms and AI influences the health of 

developing applications using large data sets and 
machine translation tools, and there are calls for the 
localized development of AI applications. 97

•  The African Union agreed a Continental Artificial 
Intelligence Strategy in July 2024.  A review 
of the state of AI regulation in Africa in 2024 
indicates that AI governance measures face 
challenges of ‘weak institutional frameworks, 
limited judicial capacity, lack of expertise 
from policymakers, fragmented laws, and poor 
enforcement mechanisms, where laws, even if 
existing, are seldom applied’. 99

•  There are calls to reframe debates about 
AI governance in Global Majority regions to 
acknowledge power asymmetries and to 
recognize that the aim to develop ‘responsible 
AI’ governance frameworks still allows powerful 
companies to ‘diffuse accountability, evade 
liability, and disregard rights’. 100

•  Discussions around AI governance typically 
exclude ‘marginalized communities and groups 
including women, racial and sexual minorities, 
small producers, workers, and Indigenous 
communities’. 101

•  It has been pointed out that debates around 
ethical issues and requirements to ensure that AI 
systems are ‘explainable’ are rooted in Western 
perspectives – for example, in sub-Saharan Afri-
can countries, where local informal savings and 
lending practices are common, AI tools to assess 
creditworthiness exclude these practices. 102

•  In China, some argue that academic input into 
shaping AI regulation is considerable, and that 
the emphasis is on strong binding regulations. 103

97  Okolo (2023).
98  African Union (2024).
99  Tech Hive Advisory Center for Law & Innovation (2024, p. 21).
100  Gurumurthy & Bharthur (2023, p. 2).
101  Gurumurthy & Bharthur (2023, p. 3).
102  Effoduh (2024).
103  Zhu (2022), supported by the Finnish National Agency for Education.
104  Kakkar (2023).
105  Gunkel et al. (2024); the need to differentiate between countries is illustrated by a comparison of AI systems in Senegal and Cambodia (Heng et al., 2022).
106  Government of Brazil (2023); Mendes & Kira (2023).
107  See Section 4.1, Chapter 2 for a discussion of changing journalism practices.
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information ecosystems. Verifiable news and in-
formed public opinion are essential for democracy 
to function, and this requires high-quality public 
debate and deliberation and accountable represen-
tation. When mis- and disinformation circulate and 
the digital platforms operate in ways that depart 
from human rights expectations, there is no doubt 
that this contributes to democratic fragility. 108

The news media are expected to preserve and 
maximize diversity and a plurality of voices in the 
public sphere within the framework of internatio-
nally agreed rights and responsibilities. Yet news 
media outlets face the challenge of declining levels 
of trust, some people are actively turning away from 
the news, there is a deficit of media pluralism, a 
growing dependence of news media organizations 
on digital platforms, increasing concentration in the 
news media industry in many countries, and absent 
or weak editorial independence.

News media regulation can backfire when it is used 
as a pretext to consolidate state power and control 
over information flows, which leads to censorship 
and repression or more subtle forms of leverage 
that hold news media organizations in check.

•  In Cuba, the state maintains control over the 
mass media (also dominating artistic and 
intellectual affairs) by prohibiting private 
(legacy and online) media outlets under the 
2019 Constitution, which classes them as being 
funded by ‘enemies of the state’. 109

•  In Hungary, the use of media laws, efforts to 
control regulatory bodies and a concentrated 
media market have helped to consolidate 
domination by the ruling party. 110

•  When Apartheid ended in 1994 in South Africa, 
new governance arrangements for the media 
were introduced. The 1996 Constitution gave 

unprecedented levels of freedom to media 
organizations, emphasizing the priority to 
build an ethical, independent and publicly 
accountable news media, and moving from 
media self-regulation to co-regulation. 111 Yet 
there are complaints that the news media serves 
the interests of an elite, that disadvantaged 
community voices are not represented, and 
that the public broadcaster, South African 
Broadcasting Corporation (SABC), lacks 
independence. SABC is criticized for being too 
soft on the elected government, and debate 
focuses on whether the news media should be 
more critical of the democratic government or 
protect democracy by supporting it. 112

•  In Turkey, the government has sought to foster a 
favorable news media by leveraging structural, le-
gislative and illegal measures to benefit the ruling 
party. After a failed coup in 2016, a restructuring 
of the media system led to greater repression 
through certain measures, including economic 
incentives, structural support for favoring the 
ruling party and control of regulatory bodies. 113

•  In Venezuela, a legal reorganization under the 
Hugo Chávez government (1999-2013) shifted 
the media system from private dominance 
(opposing the government) to state dominance 
(supporting the government), without alleviating 
the political and economic pressures on news 
media organizations. Under Nicolás Maduro 
(2013-19), the news media experienced further 
government pressures. 114

•  Vietnam and Singapore have implemented media 
regulations, including censorship, ownership 
controls, personnel management and other 
repressive instruments. Vietnam’s approach is 
coercive while in Singapore, political norms are 
enforced implicitly by embedding stakeholders 
with financial interests in the media system. 115

108  Pickard (2022a, b); Tambini (2021); Tenove (2020).
109  Garcia Santamaria & Salojärvi (2020); Romeu (2023).
110  Polyák (2019).
111  Wasserman (2020b).
112 Wasserman (2020b).
113  Akser & Baybars (2023).
114  Gracia Santamaria & Salojärvi (2020).
115  Haenig & Ji (2024), supported by the National Social Science Fund of China.
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Repressive measures infringe on human rights, 
and they also create a space to produce mis- and 
disinformation and its circulation through both 
legacy and online news media.

In addition to political pressure, many news 
media organizations are dependent on digital 
platforms to circulate their news, and many news 
organizations are facing financial pressures, which 
leads to questions about their independence. 116 
Declining advertising revenues can prevent news 
media organizations from fulfilling their democratic 
function, reduce media pluralism and contribute 
to perceptions that the news media industry is 
untrustworthy.

Power asymmetries between news media 
organizations and the big tech owners of digital 
platforms are visible in multiple regions. There 
have been clashes among the platforms, news 
organizations and regulators in Australia, Canada 
and the European Union, for example. 117 One 
remedy is to compensate publishers for the 
content that platforms host, since platforms 
derive substantial economic value from featuring 
news on their sites, although this can lead to 
the largest news media organizations benefiting 
disproportionately. 118 There are also disputes about 
the scale of compensation, especially among 
economists who argue that the digital platforms 
do not ‘free ride’ on the news media, and that 
payments by platforms to the publishers would 
inhibit innovation, among other reasons. 119 Other 
means of financially supporting news media, such 
as introducing taxes on digital advertising, are also 
being proposed. 120

In the Global North and Global Majority World 
countries, there are moves to empower smaller 
news organizations to bargain collectively with big 
tech companies. Other measures include influencing 
the production, distribution and monetization of 
news content – for example, sometimes using their 
own apps on a subscription basis (mainly viable 
for the largest providers) by setting up paywalls 
or membership programs, creating their own real-
time advertising marketing capability, or launching 
cooperative news organizations. 121

Public service media (PSM) (including those 
permitted to attract advertising) are rarely 
economically sustainable without subsidies, 
concessions and/or protections that involve direct 
government financial support, license revenue, 
technical assistance and collaborative strategic 
programming and advocacy. 122 If news media are 
treated as ‘a public good’, this can help to maintain 
independent PSM organizations. 123 In countries 
where PSM is reasonably shielded from political 
pressure, these news organizations are a vital 
component of a healthy information ecosystem. 124 
In countries where governments pressure news 
media organizations, both privately owned outlets 
and PSM often fail to meet normative expectations. 125

In some countries and regions action is being taken 
to try to promote news media pluralism and media 
freedom and to counter mis- and disinformation. 126 
For example, the European Union introduced a 
Democracy Action Plan in 2020, which included 
measures to promote free and fair elections, 
strengthen media freedom and counter mis- and 
disinformation. 127

116  Wasserman (2018); see also Chapter 2 for discussion of news media independence.
117  Marshall (2023); Meese & Hurcombe (2021), funded by the Australian Research Council (ARC); Hermida (2023); see Section 2, Chapter 2 for more details on news media 

concentration.
118  Flew (2023); Flew & Martin (2022).
119  Lesh (2023); in early 2024 it was estimated that the platforms in the United States would owe news publishers annually between USD 11.9 and 13.9 billion – the methodology is 

explained in Mateen et al. (2023), two authors affiliated with the Brattle Group, US.
120  Radsch (2022).
121  Grover & Baik (2024); MacKenzie et al. (2023); Marshall (2023); Poell et al. (2023).
122  Radsch (2022).
123  UNESCO (2022d).
124  Michalis & D’Arma (2024).
125  Farahat (2021).
126  Paal (2017).
127  EC (2020b).
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The Media Freedom Act. In the European 
Union, the Media Freedom Act aims to protect 
journalists’ work, secure the independence of 
public media and increase the transparency 
of private media ownership. It requires a fair 
allocation of state advertising revenue to 
news media producers and aims to secure 
media freedom. The Act obliges member 
states to implement media concentration 
assessments (although it neither prevents 
media concentration nor sets a threshold). 
Article 22 introduces a ‘media pluralism test’, 
requiring member states to examine media 
mergers based on the implications for media 
pluralism and editorial independence, as well 
as market competition assessments. This is 
a substantial shift away from the previous 
hands-off approach to regulating media 
pluralism. 128

The news media in Western democracies have 
been largely self-governing to protect their 
independence. The freedoms enjoyed by the news 
media historically have never been absolute in 
any country, and the privileges and duties of the 
journalism profession have varied across the world. 
In response to changes in the relations between 
news organizations, the platforms and state actors 
engaged in producing and circulating news, it is 
essential that human rights standards provide 
guidance on normative expectations, even if there 
are deviations in practice. 129

5  Chapter Summary
This chapter has described the approaches 
applied by national governments (or regions) to 
govern the growing complexity of information 
ecosystems. These are spread across a spectrum, 
of hard and soft touch regulation: from voluntary 

corporate self-governance to co-regulation (state 
and corporate) to direct state intervention. All the 
components of information ecosystems, from the 
network infrastructure to the service applications 
layer, are subject to norms and rules that condition 
how they operate. These are expected to be 
consistent with broad principles, including for how 
data is collected and processed. We have presented 
the features of selected governance arrangements 
that are being put in place (and in some cases, 
resisted) around the world that influence 
information integrity and the health of information 
ecosystems.

There is broad agreement that states have a duty 
to act to protect human rights and fundamental 
freedoms. This includes a negative obligation not 
to violate rights – including those of big tech 
companies. States also have a positive obligation 
to protect human rights and implement them. This 
means that every aspect of governance involves 
a balancing act, with an outcome that varies with 
each context.

The synthesis of research in this chapter shows 
that:

•  On the infrastructure layer of information 
ecosystems, network neutrality policies and 
‘zero-rating’ regulations are central to how 
those who have connections and affordable 
access experience these ecosystems. These 
policies and others, such as internet shutdowns 
and social media blocking during elections or 
political unrest, contribute to fragmenting the 
internet and curbing access to information 
in many regions of the world. These policies 
and practices are informed by state ambitions 
to achieve digital sovereignty and corporate 
interests in profit.

•  Governing how data is produced and used is 
increasingly controversial because of the lack 
of transparency in corporate data collection 
and monetization, targeted advertising and the 

128  EC (2024b, p. 3). The Act excludes user-generated content unless it is uploaded for financial or other consideration, purely private correspondence and services that do 
not have ‘provision of programmes or press publications as their principal purpose’, corporate communication and informational or promotional materials, but it includes 
freelancers. See also Brogi et al. (2023); Centre on Media Pluralism et al. (2022).

129  Tambini (2021).
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misuse of data for political gain. Legislation, such 
as the European Union’s GDPR, is not a panacea 
for all data economy issues. It is important to 
attend to how approaches in higher-income and 
middle- and lower-income countries differ.

•  Approaches to governing big tech-owned digital 
platforms, such as the European Union’s Digital 
Services and Digital Markets Acts (and codes of 
practice to counter mis- and disinformation), 
have achieved prominence in debates about 
how to limit the spread of online mis- and 
disinformation. These place obligations on 
the largest platforms to take down illegal or 
suppress harmful mis- and disinformation. 
Governance measures vary significantly 
around the world regarding the penalties or 
criminalization of those who produce and 
circulate mis- and disinformation.

•  AI systems governance focuses on balancing 
the potential benefits to be gained from 
encouraging innovation against the risk of harm 
to individuals, businesses and society from a 
lack of regulation. The European Union’s AI Act 
shows how AI applications can be classified into 
risk categories, but homogeneous approaches 
to governing AI systems and tackling mis- 
and disinformation are unlikely to be viable. 
Frameworks are being developed that transcend 
national boundaries aimed at increasing 
transparency and accountability. So far, no 
organization has succeeded in taking the lead in 
driving the development of AI systems that are 
based on international solidarity and inclusive 
participation.

•  Verifiable news and informed public opinion are 
essential if the public sphere is to provide a 
space for democratic participation. Regulatory 
measures applied to legacy and online news 
media can backfire when they are a pretext to 
consolidate state power and control information 
flows, leading to censorship or leverage over 
news media organizations. While news media 
freedom has never been absolute, and the 
privileges enjoyed by journalists and news 
media organizations vary throughout the world, 
human rights principles should guide normative 

expectations, even when there are deviations in 
practice.

Research is needed:

•  To monitor the voluntary and anticipatory 
or remedial governance measures that are 
being introduced globally in response to the 
strategies and practices of big tech companies, 
and to systematically track corporate lobbying 
that frames governance in these companies’ 
interests.

•  To monitor the implementation of governance 
measures, whether they uphold fundamental 
human rights and whether they are effective in 
helping people navigate information ecosystems 
to be resilient to mis- and disinformation. It is 
essential to differentiate between normative 
goals and principles being articulated on a 
global level, and how these are translated into 
practice at local, country and regional levels 
over time.

•  To assess the implementation of network 
neutrality policies in different contexts and their 
consequences.

•  To examine how specific types of customer 
contracts restrict people’s ability to access 
information and to participate in an informed 
way in information ecosystems.

•  To examine systematically and on an ongoing 
basis the extent to which privacy and data 
protection, platform regulation, AI systems 
and news media governance are aligned with 
individuals’ interests and the collective interest. 
Research must be inclusive of the experience of 
the Global Majority World.

http://www.informationdemocracy.org
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