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This map represents a statistical summary of the 
thematic content of this chapter. The network graph 
represents relations between the words in the chapter, 
placing them closer to each other the more they are 
related. The bigger the node, the more present the 
word is, signalling its role in defining what the report 
is about. The colors represent words that are closely 

related to each other and can be interpreted as a topic.

The map is generated by the OID on the basis of 
the chapter’s text using GarganText – developed by 

the CNRS Institute of Complex Systems. Starting from a 
co-occurrence matrix generated from chapter’s text, GarganText 
forms a network where words are connected if they are likely 
to occur together. Clustering is conducted based on the Louvain 
community detection method, and the visualization is generated 
using the Force Atlas 2 algorithm.
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This chapter examines evidence on the relationships between the power of big tech companies and 
approaches to governing the practices of data extraction and use – that is, processes of datafication. 1 
It examines approaches to governing uses of data that influence data practices - the generation and the 
uses to which data is put - which allow information ecosystems to exist and how these practices are 
experienced by individuals, communities and across all sectors of economies.

The research synthesis focuses on:
•   What is the appropriate role of data and digital infrastructures within political communities? 

This examines research on how to govern the massive amounts of data that are the raw material 
of the digital economy. Why the design and operation of data and digital infrastructures are 
contested is examined in the light of big tech company practices to show why these practices are 
inconsistent with democracy.

•  How are data aggregation and AI systems changing the way people build, share and receive 
information and knowledge? This focuses on the power of big tech companies to exert 
monopolistic control over data through their data extraction models. It explains how this leads to 
data being used in ways that create dependencies of individuals, communities and industry sectors 
on datafication processes. It discusses how big tech business strategies result in control over 
information that restricts access especially for people in the Global Majority World. It highlights 
injustices associated with the interplay of data mining and data brokering, explaining why digital 
platforms are incentivized to turn a ‘blind eye’ to mis- and disinformation.

•  How do these big tech strategies and practices interfere with political deliberation which 
is essential for the survival of participatory democracy? This explains why it is not sufficient 
to examine the harms of datafication in individualistic terms. The focus is on how data practices 
produce or entrench social injustices at the population level including wealth disparities and racial 
oppression. The need for alternative approaches to democratic data governance is discussed with 
a critique of measures that leave the business models and data practices of big tech companies 
largely in place.

This chapter provides an assessment of research in these areas providing insight into the political 
economy of datafication processes.

In the next chapter (Chapter 5), the scale of the mis- and disinformation problem and what the public 
and policy makers understand about algorithmic-driven datafication systems is discussed. Chapter 
5 also examines initiatives to strengthen individuals’ capacities to control their own engagement with 
data-driven systems through media and information literacy as well as AI literacy. Chapters 6 and 7 
discuss information ecosystem governance measures applied by governments and companies. Further 
discussion of data extractive practices is in Chapter 8 which critically examines alternative data 
governance practices.

1  For background reading, see Aaronson (2021); Aguerre et al. (2024); Padovani et al. (2024); Taylor et al. (2022); Verhulst & Schüür (2023). See Appendix: Methodology for details 
of literature review process.
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1  Introduction
The ‘information ecosystem’ is a metaphor. It is 
useful imagery for thinking about the dynamic, 
complex and interconnected set of systems that 
determines who can receive or share what kinds 
of information and in what contexts. Extending 
the metaphor, information ecosystems are shaped 
fundamentally by (and shape) the environments 
in which they arise – in today’s context, a data-
rich environment. 2 An understanding of how and 
why mis- and disinformation arise and spread 
requires us to understand the political economy of 
data – that is, the way power relations establish the 
conditions for how data economies operate, and 
how they are inequitably experienced by different 
people around the world.

Data is not a naturally occurring resource, howe-
ver, and analogies with natural ecosystems distort 
our understanding of how data aggregation and 
algorithmic technologies alter the systems through 
which people build, share and receive information. 
Data is produced as a result of decisions by one or 
more human actors to create a record of something, 
such as an action performed by a human, usually for 
a particular purpose. 3 Data that constitutes today’s 
information ecosystems is produced and controlled 
primarily by a small number of companies in accor-
dance with business models designed to prioritize 
profit over corporate responsibility for human rights, 
privacy and safety. 4 Lurking behind the prolifera-
tion of mis- and disinformation (and other kinds of 
low-quality information), and the inaccessibility of 
useful and high-quality information, is the problem 
of data governance practices that are not designed 
to serve a democratically-arrived-at vision of how 
data should, or should not, shape the public sphere. 
This chapter explains why information integrity is at 
risk under current data governance arrangements, 
and why present developments in AI systems work 
against the requirements for healthy information 
ecosystems.

2  This perspective is consistent with a socio-technical view of the interpenetration of technology and society. See Chapter 1.
3  Rosenberg (2013).
4  De-Lima Santos (2023), funded by the University of Amsterdam and European Union Horizon 2020. See Section 2, Chapter 2 for a discussion of digital platform company 

incentives in relation to the news media component of information ecosystems.
5  OECD (2022a, p. 13).

The OECD defines ‘data governance’ as the:

Diverse arrangements, including technical, 
policy, regulatory and institutional provisions, 
that affect data and their creation, collection, 
storage, use, protection, access, sharing and 
deletion, including across policy domains and 
organisational and national borders. Efforts 
to govern data take many forms. They often 
seek to maximise the benefits from data, 
while addressing related risks and challenges, 
including to rights and interests. 5

This definition mentions both benefits and risks. 
It positions data governance as being as much 
concerned with ensuring that data is used to drive 
economic growth and to favor corporate interests 
in data monetization as it is with protecting 
fundamental rights. It is, however, agnostic about 
whether the monopolistic activities of big tech 
companies, including corporate practices for 
data capture and control, are consistent with the 
protection of rights. In this chapter we investigate 
the injustices accompanying big tech company 
monopolistic behaviors and consider what data 
governance measures are needed to ensure the 
uses of data generated by digital systems and 
applications become more closely aligned with 
fairness and equality.

2  Digital Infrastructure 
Contestations

In the 1950s Hannah Arendt worried about a near 
future in which human technology would replace 
human thinking. In The Human Condition, she 
worried not because machines would become 
‘intelligent’, but because of the many things 
machines would make it possible for human beings 
to do without ‘intelligence’:

http://www.informationdemocracy.org
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[I]t could be that we, who are earth-bound 
creatures and have begun to act as though 
we are dwellers of the universe, will forever 
be unable to understand, that is, to think and 
speak about the things which nevertheless 
we are able to do. In this case, it would be 
as though our brain, which constitutes the 
physical, material condition of our thoughts, 
were unable to follow what we do, so that 
from now on we would indeed need artificial 
machines to do our thinking and speaking. If 
it should turn out to be true that knowledge 
(in the sense of know-how) and thought have 
parted company for good, then we would 
indeed become the helpless slaves, not so 
much of our machines as of our know-how, 
thoughtless creatures at the mercy of every 
gadget which is technically possible, no 
matter how murderous it is. 6

One way Arendt’s fear has been realized is by 
creating infrastructures for our social, political, 
cultural and economic systems that are pervasive, 
determinative and invisible. 7 Digital infrastructure 
is not disembodied; it involves familiar forms of 
industrial infrastructure including ‘data centres 
distributed throughout the world and made up 
of servers, routers, switches, and miles of cables, 
as well as redundant power sources, cooling and 
ventilation systems, and security apparatus’. 8 
Digital infrastructure is material and just as 
transfiguring of physical landscapes as railroads, 
highways and power grids. The difference is 
that the digital systems that ‘shape, enable and 
sometimes deliberately constrain life in common’ 9 
are largely hidden from the conscious experience 
of people who depend on digital infrastructure for 
every aspect of life. The more that we depend on 
this infrastructure – to get from place to place, 
to shop, to access government services, to work 
or go to school, to get medical care and to have 
private conversations with friends – the more we 

become part of it. The more we become part of this 
infrastructure, the less we are aware of it, and the 
more it then shapes our perceptions of everything. 10

The risks of engaging with the digital environment 
as if it is a natural environment vary depending on 
the context (there may be few downsides, such 
as obeying traffic lights within a well-designed 
algorithmic road safety system). 11 However, the 
consequences of the use of digital structures and 
data are hugely politically significant in our systems 
for creating, sharing and disseminating information. 12 
Much academic research and civil society advocacy 
examining the dysfunction of today’s information 
ecosystems focuses on algorithmic systems. 
However, to think creatively about what it will 
take to build healthy information ecosystems, it is 
essential to examine the fundamental problem of 
how to govern the creation of, access to, and use 
of massive amounts of data that is the raw material 
of all the digital economy. Our focus here is on 
research that offers critical perspectives on the 
forces resulting in the way data is used in today’s 
digital information ecosystems and the prospects 
for supporting – or even enhancing – democratic 
governance.

These prospects require it to be feasible for 
polities to contest the design of systems and 
the mechanisms for controlling the users of data 
that makes these systems possible. Digital data-
dependent systems already define and constrain 
political discourse and activity in many contexts. 
For those regions of the world that have not had the 
opportunity for substantial input into developing 
today’s digital economy, it is especially crucial to 
acknowledge parallel and often conflicting visions 
for the governance of both the generation and 
uses of data. 13 It is also essential to recognize 
intersectional perspectives, including gender-
sensitive approaches to data governance, and 
how they couple with other dimensions of 

6  Arendt ([1958] 1998; emphasis added).
7  Cohen (2023); Star & Ruhleder (1996), part-funded by NSF US.
8  Sacasas (2021).
9  Stiefel et al. (2024).
10  Barba-Kay (2023); McLuhan (1964); Morozov (2013); Zuboff (2019).
11  There may be a variety of risks associated with algorithmic traffic management systems, such as privacy infringement, especially where system maintenance depends 

on multilayer real-time surveillance. See, for example, Local Progress (2024).
12  Herman & Chomsky (1989). The English word data is the plural of the Latin datum, meaning a ‘thing given’.
13  Abdulrauf & Dube (2024).
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bias or disenfranchisement. 14 It is common for 
conversations about systems for creating and 
sharing information to assume that such systems 
must inherently rely on digital data.

The ubiquity of this concession is unsurprising since 
digital infrastructures are established globally and 
largely outside deliberative democratic processes. 
For example, no local, national or international 
legislative body considered whether it would be 
a good idea to set up a system whereby people 
access news through personalized digital filters 
designed to maximize the likelihood that they will 
eventually buy something. Digital infrastructures are 
imposed primarily because of under- or unregulated 
corporate activity alongside opaque government 
procurement processes. 15 Many factors help to create 
the conditions in which the data-related features of 
infrastructures proliferate, typically with little political 
friction. None is more crucial than the lack of robust, 
and robustly enforced, rules about which public and 
private actors can do what with respect to data. 16

Instances of political friction can generate political 
participation and change’. 17 Thanks to increasing 
public concern about corporate data practices that 
followed OpenAI’s release of ChatGPT in late 2022 
and a generative AI ‘arms race’, discussion around 
data governance issues is at an all-time high. Policy 
makers have historically taken up data governance 
in relation to the privacy, security and integrity of 
data, but there is strong political pressure now from 
within civil society to think about data governance 
as a lever for restructuring the markets in which 
technology companies operate. This is leading to 
efforts to protect people against infringements of 
their human rights, and also against concentrations 
of power and wealth that result in practices that are 
inconsistent with democracy. 18

This attention gives us an opportunity to question 
the roles of digital data, data-dependent digital 
infrastructures, data markets and companies in the 

data business in the very formation and function 
of information ecosystems. Such questioning must 
be part of any democratic digital policy-making 
project, but any such project must also seek to 
preserve and promote the capacities of diverse 
communities to take up such questioning outside 
formal policy-making spaces. This questioning is 
necessary not only for democracy, but as democracy. 19

Consistent with Arendt’s view, what is at stake 
when the data and information about the world is 
structured by technologies that few understand, 
and even fewer control is not so much the ability 
to resist the manipulations of technologies (as 
important as that may be); it is the ability to think 
and deliberate with others about the meaning of 
information and of information systems in relation 
to the common good. 20 The issues here extend far 
beyond protecting and promoting a healthy and 
inclusive public sphere, because the data practices 
that undergird today’s information ecosystems have 
profound social, economic and political implications 
(e.g., relating to environmental impacts or wealth 
distribution). To explore these issues, it is necessary 
to understand how corporate data monopolization 
impacts these systems.

3  Corporate Data 
Monopolization 
and Information 
Infrastructures

For people living in places with a highly developed 
digital infrastructure, it is almost impossible to 
live without creating a digital record of their lives. 
This is increasingly so when this infrastructure 
starts to become more accessible to those in the 

14  Chair (2024).
15  Calo & Citron (2021); Colclough (2022); Crump (2016); Hardy & Williams (2008); Zuboff (2019).
16  Cohen (2019).
17  Gordon-Tapiero et al. (2023); Salehi et al. (2015).
18  Doctorow & Giblin (2023); Mejias & Couldry (2024).
19  Benson (2019); Chambers (2023), supported by the Economic and Social Research Council UK.
20  See Mazzucato (2023) for one perspective on the ‘common good’ as distinct from the ‘public good’ concept.
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Global Majority World. The publication of The Age 
of Surveillance Capitalism in 2019 coincided with 
a surge of attention to the ways that corporations 
track, record and analyze our online activities to 
predict and shape consumers’ behavior. 21 This is the 
data that companies such as Google, X (formerly 
Twitter), Meta and Microsoft collect when people 
use their apps and services to create, find, consume 
and share information, but this is only a small part of 
a vast data surveillance landscape, a landscape that 
includes most government bureaucracies and most 
public and private entities that manage services 
and industries that are most crucial for the public.

When we do anything in a data economy, data is 
being produced about us: when we take public 
transport or drive on public roads, when we work 
at our jobs, when we open a bank account or apply 
for a credit card, when we have an interaction 
with a police officer or seek judicial intervention, 
when we apply for public benefits, when we rent 
or buy a home or sign up for electricity for that 
home, when we go to school, when we go to the 
doctor, when we interact in online spaces. 22 As 
the amount of data and the number of digital 
repositories grow exponentially, so do the networks 
and digital mechanisms for sharing and selling data. 
Government agencies are often unaware of who 
has access to the data they produce about their 
constituents, 23 although, depending on the context, 
there may be rules about what the collector of data 
can do with it, with whom they can share it, and 
what a third party can then do with it.

Existing data governance frameworks consist of ‘a 
patchwork of national regulatory regimes, multilateral 
bodies, corporate policies, and multi-stakeholder 
organizations’, 24 and these have not proven sufficient 
to protect most kinds of data from being acquired 
by large companies that use it to generate profit or 
amass power. 25 People are being comprehensively 
surveilled through data production, and the 

companies whose products and services shape 
information ecosystems are monopolizing this data. 
The political economy of the data infrastructure is 
one in which almost everyone is digitally surveilled, 
with the risks and burdens falling unequally on 
different groups and weighing most heavily on those 
who are already vulnerable, exploited, marginalized or 
targeted outside the digital context. 26 Those who are 
economically disadvantaged or subject to any form 
of group oppression are impacted disproportionately 
by the negative impacts of digital information 
ecosystems and by downstream misuses of data 
that companies commit within and for information 
systems, exemplified by data extraction without 
or with weak consent and by deploying algorithms 
biased in ways that benefit their economic 
performance. This is only compounded by the 
prevalence of mis- and disinformation.

The more companies achieve control of data, the 
more difficult it is to enact structural and systemic 
changes to address injustice and inequality in the 
digital era. There is a wide variety of corporate 
data practices that contribute to dysfunction 
and unfairness. Most involve two main types of 
monopolistic activity: monopolization of user data 
(i.e., all the data produced about us), which makes 
money for companies by converting information 
seekers into ‘information products’ offered 
for sale to advertisers; and monopolization of 
knowledge (i.e., data organized as usable insight) 
and information that makes money by converting 
data resources (including public data resources) 
into private assets. These pervasive forms of 
datafication give rise to numerous forms of digital 
dependency.

3.1  DATA MONOPOLIZATION 
AND DATA DEPENDENCY

Larry Page and Sergey Brin wrote an article in 
1998 expressing concern about the ways that 

21  Abdulrauf & Dube (2024).
22  On transportation, see Díaz & Levinson-Waldman (2020), supported by the Digital Industry Group Inc. (DIGI), an Australian not-for-profit industry association; on jobs, see 

Ajunwa et al. (2017); on banking, policing and court procedures, see Brayne (2020); on benefits, see Eubanks (2018); on homes and energy, see Harwell (2021); on schools, see 
Hooper et al. (2022); and on doctors, see Ledford (2019) and Corrales Compagnucci et al. (2022).

23  Harwell (2019).
24  LaForge & Gruver (2023).
25  Mulligan & Godsiff (2023); The Majority Report w/ Sam Seder (2023); Zuboff (2019); see also Chapters 6, 7 and 8.
26  Benjamin (2019); Browne (2015); Eubanks (2018); Fontes et al. (2022); Graham & Dittus (2022); Noble (2018); O’Neil (2016).
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of the algorithms that structure information 
flows through content moderation and curation, 
driving consumer activity. They sell their own 
data in ways that are extremely dangerous for 
democratic societies. 31 If, for example, hospital 
systems become dependent on a managed care 
algorithm owned by Microsoft, the company would 
have significant leverage over hospital decisions 
about how to deliver medical care, and could 
make it difficult for governments to limit their data 
practices and data hoarding that is required to 
train and maintain the technology undergirding the 
managed care algorithm. 32

The fact that companies now take data from the 
internet without having to justify or compensate the 
data owners in any way is not the result of policy to 
affirmatively permit such activities. In many cases, 
companies determine what, if any, limits they will 
abide by, and they can change these at any time. 
Google’s 2007 terms of service read:

You give Google a perpetual, irrevocable, 
worldwide, royalty-free, and non-exclusive 
license to reproduce, adapt, modify, translate, 
publish, publicly perform, publicly display and 
distribute any Content which you submit, post 
or display on or through, the Services. 33

In the absence of robust data governance, tech 
companies treat data as an exploitable resource 
and, following a playbook similar to the history 
of European colonialism, use that data to create 
conditions in which resisting their continued use of 
that data becomes both difficult and costly. 34 Big 
tech companies use their power to amass data to 
reinforce their advertising dominance, squeezing 
out competitors, and making it difficult to develop a 
product or service around an alternative set of data 
practices, or to use, test and scale up a framework 
for information sharing that does not depend on 
advertising.

advertising revenue might affect the integrity 
of their newly launched internet search engine, 
Google: ‘we believe the issue of advertising causes 
enough mixed incentives that it is crucial to have 
a competitive search engine that is transparent 
and in the academic realm’. 27 Three years later, 
after unsuccessful attempts to sell Google to other 
search companies, they began selling advertising 
based on user data. Between 2001 and 2003 
Google’s revenue increased 3,590 percent, from 
USD 19 million to USD 3.2 billion. 28 Four companies 
– Alphabet (Google), Meta (Facebook), Amazon, 
Microsoft – now largely control people’s experience 
of using the internet to discover and share 
information. The logic of the advertising attention or 
‘eyeball’ economy dictates the kinds of information 
a person can find or receive, whether that 
information relates to spring fashion trends, the next 
election, or the history of capitalism. In the Global 
North, these big tech companies also dominate 
advertising markets – Facebook and Google together 
control 70 percent of the market in the United 
States  and over 65 percent in the United Kingdom. 29 
It is the troves of data they collect about their users 
in all countries in which they operate that enables 
them to exert such market dominance. The practices 
of other digital platform companies are similar even 
if they command smaller market shares.

These big tech companies do not limit their 
data collection activities to the data that they 
themselves extract about the people using their 
digital products; they also buy or license data 
from other companies (and acquire data analytics 
companies) that gather data from a wide range 
of public and private sources. 30 They also scrape 
and aggregate massive amounts of data from 
every corner of the internet. And these companies 
are not transparent about their uses of the data 
they purchase from third parties or compile from 
public sources, using it for targeted advertising 
and product development – including the training 

27  Brin & Page (1998), funded by DARPA and NASA, and Interval Research.
28  Veliz (2021, p. 32).
29  Doctorow & Giblin (2023).
30  Savitz (2019); The Majority Report w/ Sam Seder (2023).
31  See Biddle (2024), and, as in the case of Cambridge Analytica’s acquisition of data for political targeting, see Briant (2021) and Dowling (2022), supported by Department of 

Defense, Australia.
32  Tucker (2023).
33  Mejias & Couldry (2024).
34  Mejias & Couldry (2024).
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Data monopolization is becoming more extreme as 
companies race to acquire the massive amounts 
of data needed to train algorithms to perform 
sophisticated classification tasks and predictive 
modelling. These technologies, marketed as ‘AI’, 
are extremely expensive to build because of the 
amount of data and computer-processing power 
required for training. 35 This means that only a 
small number of companies have the resources to 
compete in the development and training of data-
intensive algorithms, and they are betting on an 
eventual payday that will justify their exorbitant 
initial investments. 36 The tech companies plan to 
integrate these technologies into their models for 
generating ad revenue (e.g., by using generative 
AI (GenAI) chatbots to mediate search activity), 
but it is unlikely that advertising revenue alone 
will yield profits that can justify the size of the 
bet that companies are placing on data-intensive 
algorithmic technology.

Every indication from big tech marketing and public 
relations documents is that their plan is to develop 
sophisticated industry-specific digital products 
that will offer to improve efficiency and reduce 
costs for companies operating within that industry, 
while creating ‘path dependencies’ that render 
client companies dependent on and thus ‘locked in’ 
to their algorithmic products (see Figure 4.1). 37 Bill 
Gates, whose company has invested USD 13 billion 
in OpenAI (that produced ChatGPT; see Figure 4.2), 
predicted that AI will redefine whole sectors of the 
economy and fundamentally change healthcare and 
education. 38

Figure 4.1 
Generative AI promotion

35  Mulligan & Godsiff (2023).
36  Metz (2023); Novet (2023).
37  OpenAI’s website highlights a series of ‘AI’ products for sectors including healthcare and legal services (see https://openai.com/api). These companies are following the example 

of enterprise resource planning (ERP) system providers, such as SAP (Ven et al., 2008); see also Ferràs-Hernández et al. (2023); Melih (2022); van der Vlist et al. (2024), 
supported by Dutch Research Council and German Research Foundation.

38  Gates (2023).
39  Tusikov (2021).
40  Borgogno & Zangrandi (2024); Tusikov (2021); Wang (2023).
41  Erie & Streinz (2021).

Source: AWS Amazon.com

Figure 4.2 
Large Language models for efficiency

Source: WP Event Manager

In China the government is helping to facilitate 
a tech oligopoly, which, at least domestically, 
wields economic and political power that rivals 
that of the largest US-based tech companies. It 
is doing so by strategically cultivating its national 
technology champions – partly by banning foreign 
competitors and partly by using policy incentives 
to favor domestic firms. 39 As in the United States, 
a number of large tech companies has emerged 
in China that control digital platforms for social 
media, e-commerce, search and online payments. 40 
The country’s tech industry is also expanding its 
geopolitical influence through the Digital Silk Road 
(DSR) initiative. 41 This involves ‘exporting’ Chinese 

http://www.informationdemocracy.org
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information and telecommunication goods to 
countries (especially in Africa and the Indo-Pacific) 
where digital infrastructure is in the early stages of 
development:

… while it is true that China has consistently 
advocated for national autonomy over 
data governance issues, it is also trying to 
establish technological and infrastructural 
dependencies within the digital space of 
several countries. Technological dependences 
are established whenever the digital 
infrastructure relies on standards, software 
and hardware that cannot be maintained 
without active support from Chinese players. 42

The problem with these data monopolization 
strategies is not just that a small number of 
companies control most of the digital data in 
the world or that they are using it primarily for 
self-enrichment. 43 It is also that weakly regulated 
corporate practices are what determined that 
digital data would be produced on such a scale 
and commercialized by default. This profoundly 
undemocratic, economic fiat succeeded in pre-
empting meaningful political deliberation about 
rights to the ownership of digital data, what role 
data should have in the private and public sectors, 
how it should inform bureaucracy, and whether 
and in what contexts data production should be 
minimized or prohibited. Some political communities 
are having conversations about this now, but the 
terms of the debate are limited because of the 
entrenched data dependency globally across so 
many industries. 44

The cost of having ceded so much ground to 
tech companies is especially high when it comes 
to information ecosystems. When it is assumed 
that contemporary systems for extracting and 
disseminating information must operate by reducing 
information to ‘codable data’ and using AI tools 
to determine how data should flow, the questions 
available for people to ask about what a good 

system should look like are rendered relatively one-
dimensional. It may be possible for governments 
to compel tech companies to deliver information 
ecosystems that deploy algorithms that are more 
accurate, useful, inclusive or accessible. However, 
fixing the operational flaws of such algorithmic 
systems is ultimately a trivial problem compared 
with the problem for democratic society when it 
is not open to citizens, their representatives or the 
wider political community, including migrants and 
refugees, to contest the design and function, and 
even the existence, of these systems. It is this kind 
of thinking that involves questioning the premise 
– which is fundamental to political deliberation in 
democratic societies. Even the most sophisticated 
forms of AI do not produce systems that can 
question their own logics, that is, that can reflect 
on whether the ‘learning’ being done is the right 
learning for the problem at hand. 45

3.2  BIG TECH MONOPOLIZATION

Working in parallel with the biggest tech companies 
in the Global North is a cohort of lesser known, but 
equally powerful, companies that make money by 
amassing and analyzing and then selling analyzed 
data sets to other companies and institutions. 
Examples of the most powerful companies in the 
data analytics world in Western countries are RELX, 
Thomson Reuters, and Experian. These companies 
horde and sell raw datasets, but also – and more 
importantly – information that has already been 
extracted from them. 46 RELX and Thomson Reuters, 
for example, have a duopoly with respect to legal 
information in the United States, owning the only 
two robust databases on the market for conducting 
legal research, both with high subscription fees. 
Experian is the dominant international data 
analytics company for financial information. It 
collects financial data from thousands of sources, 
analyzes and sells it, along with digital tools for 
integrating information, to businesses in more than 
200 countries. There are smaller specialist data 
analytics companies that serve specific sectors, but 

42  Borgogno & Zangrandi (2024, p. 19).
43  Cohen (2019); Melih (2022); Mulligan & Godsiff (2023); Sadowski (2019).
44  Rankin (2023).
45  Green (2022); Green & Kak (2021); Selbst et al. (2019), supported in part by NSF and Luminate (The Omidyar Group).
46  Lamdan (2022).
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the trend is towards large data analytics companies 
buying others to become behemoths that own and 
market digital data and information products across 
all markets. 47

Some of the purchasers of these digital information 
products are other big tech companies, such as 
Google, and digital platforms, which incorporate 
the products into AI systems for search, newsfeed 
or ad placement. However, a large proportion of 
the customer base for data analytics companies 
is comprised of government agencies, financial 
institutions, law firms, universities, healthcare 
conglomerates and legacy media companies and 
news organizations. These are the entities that are 
typically able to pay for the products that data 
analytics companies sell, and they tend to function 
as economic, social and political gatekeepers 
within society. The result in many cases is that an 
enormous amount of information with profound 
public interest value is removed from the public 
sphere and reconstituted as the intellectual 
property of companies. 48 Any individual person 
who wants to access, for example, a newspaper 
article in the news archive owned by RELX 
containing ‘5 billion documents and records from 
over 35,000 sources of local and international 
news’ 49 either has to be wealthy enough to afford 
a personal subscription, or be affiliated with an 
organization that has one. The consequence of 
placing so much information behind paywalls is 
often tragically concrete: ‘doctors battling malaria 
outbreaks in Africa can’t read reports about life-
saving medications and measures. They can’t afford 
to read past the articles’ abstracts’. 50

The situation is especially problematic when it 
comes to academic research, much of which 
is publicly funded by taxpayers and very little 
of which is available to taxpayers who do not 
belong to an elite institution. 51 Today, ‘seventy-five 

percent of academic research is paywalled, and 
it usually costs around $30 to look at a single 
journal article’. 52 In addition to creating access-
to-knowledge disparities for individuals based 
on institutional privilege, this creates disparities 
among institutions. Universities in the Global 
Majority World are less likely to have the resources 
to purchase subscription services within which 
companies like RELX trap the academic articles they 
own. For instance, ‘in 2008, Harvard subscribed to 
98,900 serials and Yale to 73,900. The best-funded 
research library in India, at the Indian Institute of 
Science, subscribed to 10,600. Several sub-Saharan 
African university libraries subscribed to zero, 
offering their patrons access to no conventional 
journals except those donated by publishers’. 53 
Scientists from all over the world recruited 27 
established institutions to try to access full-text 
paywalled articles in the field of ophthalmology. 
The results showed that at 15 of those institutions 
researchers could access less than half the articles. 
Those from institutions in wealthier countries (e.g., 
the United States and the Netherlands) were more 
likely to access most of the articles. Those at 
institutions in Pakistan and Ecuador were unable 
to access any of the articles. 54 This kind of control 
and dominance of the information ecosystems is 
illustrated, for example, by Elsevier’s practices.

Controlling information products: Elsevier 
was founded in 1880 as a publisher of 
scientific and medical research. It is now 
owned by RELX and is the dominant player 
in a group of five companies that control 
access to academic research globally. 
Elsevier publishes over 500,000 academic 
articles annually in 2,500 journals, and its 
archives contain over 17 million documents. 
With its market control, Elsevier can charge 

47  Gautier & Lamesch (2021); Lamdan (2022); Larivière et al. (2015).
48  Larivière et al. (2015), and see Chapter 3 for a discussion of copyright and AI systems. Some government agencies do provide open access to information with the costs of 

acquiring and curating it borne through taxation, but they increasingly outsource to services offered by private companies.
49  LexisNexis (2024).
50  The Majority Report w/ Sam Seder (2023, p. 53).
51  Demeter (2019); Harvie et al. (2013); Nettle (2023); Puehringer et al. (2021). 
52  The Majority Report w/ Sam Seder (2023, p 53). Figures apply to the United States; charges are even higher in other parts of the world. This is changing, with many academic 

funders in the Global North mandating that researchers publish papers (and data where available) under open access rules. See EC (2016a); NSF (2023).
53 Suber (2012, p. 30); Peters (2016).
54 Boudry et al. (2019).
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universities exorbitant fees for access to its 
journals, and package them in ways that boost 
the company’s profit margins, rather than 
serving the needs of libraries and the people 
who use them. Elsevier makes thousands of 
dollars from journal articles that cost about 
USD 600 each to produce, generating a profit 
margin of 38 percent in 2023. This compares 
with the entire academic research industry’s 
profit margins that hover around 30 percent, 
compared to Walmart’s 3 percent and Toyota’s 
12 percent margin. After rebranding itself as 
an ‘information analytics business’, it began 
harvesting the data from its own content 
stores and using it to create digital products 
that do not serve the work of academics 
or researchers or students or librarians, 
but rather the money-making interests of 
research institutions. These products score 
and rank universities, journals and scholars 
according to prestige and influence metrics. 
They make predictions about which research 
projects will be successful. Some universities 
use these products to make hiring decisions, 
and academic funders use them to decide 
where to direct financial support. 55

3.3  BUSINESS MODELS AND MIS- AND 
DISINFORMATION

A report for the Broadband Commission, supported 
by the International Telecommunication Union (ITU) 
and UNESCO, argues that platform business models 
make mis- and disinformation-based campaigns 
attractive. 56 A core driver behind these models 
is an ‘economics of emotion’ that depends on 
attention and incentivizes the creation of mis- and 
disinformation. Focusing on the ‘politics of emotion’, 

one study put it this way: ‘as the design of the 
algorithms and interfaces of globally dominant 
social media platforms maximize emotional 
engagement, we regard social media as a primary 
site of datafied emotion worldwide’. 57

‘Digital influence mercenaries’ exploit platform 
affordances on behalf of their clients, and mis- 
and disinformation is used to gain platform users’ 
attention, transforming this into a commodity for 
sale to advertisers. 58 The introduction of the ‘Like’ 
button is a key step in the evolution of platform 
affordances that address the needs of influence 
mercenaries and platforms. 59 The ‘Like’ button 
gave Facebook a huge new source of valuable data 
about its users by tapping into their feelings while 
enhancing Facebook’s personalization offering to 
advertisers. Facebook and other platforms are 
continually testing improved algorithms on its users 
for personalization. 60

Almost all platforms have adopted variations of 
these ‘vanity metrics’, using them to algorithmically 
curate content posted by other users for the 
purposes of identifying specific users as recipients 
and as targets for advertisers. 61 How this content 
curation is performed varies among platforms. On 
TikTok, users’ ‘likes’ are combined with their content 
views. 62 4chan curates users’ posts so that only 
the most ‘liked’ ones survive, which leads to the 
promotion of more extreme material. 63 Platforms 
such as YouTube reward content producers, which 
is argued to incentivize the creation of more 
extreme content. X (formerly Twitter) has adopted a 
variation of this policy. 64

The question is whether these business models ine-
vitably lead to platforms turning a blind eye to mis- 
and disinformation. After all, the reason the attention 
economy is key to platforms’ financial viability is due 
to the advertising revenues that they generate on 

55  See Nicholson (2024); The Majority Report w/ Sam Seder (2023, p. 54).
56  Bontcheva et al. (2020).
57  Bakir & McStay (2022, p. 32).
58  See Chapter 2 for further discussion of platform business models and for a definition of affordances.
59  Bakir & McStay (2022).
60  For example, by so-called ‘A/B’ testing, where the reactions to users of two different versions of a website are tested, often without the users being aware.
61  Rogers (2018). This should not be confused with content moderation, which assesses whether a post is acceptable under a particular platform’s rules.
62  Benton (2022).
63  Tuters & Hagen (2020), supported by the European Commission.
64  Pequeño IV (2023).
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the back of it. This kind of extreme content has been 
found to increase user engagement: the economics 
of emotion monetizes deception online, first, via a 
service contract with digital influence mercenaries 
to exploit platform affordances to achieve a client’s 
strategic objectives, and second, by attracting user 
attention through deceptive content and selling this 
attention to advertisers. 65

Having no content moderation policies (or 
policies that are not implemented) can be bad for 
business, as illustrated when advertisers terminate 
their business with platforms because their ads 
appeared alongside offensive posts such as hate 
speech, triggering ‘brand boycotts’. 66 On balance, 
platform business models incentivize a very light-
touch approach to content moderation and access 
to facilities such as their application programming 
interfaces (APIs). 67 X (formerly Twitter) pursues 
very permissive policies, allowing developers to use 
its APIs to create bots that automatically tweet. 
Facebook imposes tighter controls on the use of its 
APIs, but faces challenges in the management of the 
use of ‘sock puppet’ accounts (i.e., a false identity 
used for purposes of deception). 68

Comparing the business models of pre-digital 
broadcasting media, partisan media and digital 
media platforms reveals qualitatively different forms 
of mis- and disinformation. In the pre-digital media 
era, offending the audience was often considered 
bad for business, which encouraged the in some 
countries encouraged the presentation of news and 
information in ways that aligned with the beliefs and 
values of the majority, and with fewer tendencies 
towards what is today described as polarization. 
Regulatory changes in the United States created 
opportunities for the emergence of partisan media, 

which led to a growth in confrontational narratives 
and the promotion of minority viewpoints, while 
partisan or state controlled media were common in 
other parts of the world. 69 Online digital platforms 
have developed more sophisticated ways of using AI 
systems to create platform affordances that enable 
the exploitation of the capacity of controversial 
content to capture user engagement. These 
platform affordances are also being exploited by 
a growing army of influencers who are building a 
following and channel content that is designed to 
sustain their followers’ engagement, which they are 
then able to monetize. 70

A market-shaping approach is helpful for revealing 
how ‘market-makers bring markets into existence 
through their day-to-day practices, and how their 
goal of generating viral content – and “clickbait” – 
incentivizes the circulation of “controversial claims, 
adversarial narratives and deceptive content”’. 71 
Thus, mis- and disinformation are an ‘expected 
outcome, not breakage’, of the platformized media 
market: far from being evidence of a dysfunctional 
business model, it is the outcome that is expected 
given these business models.

Political campaigns world-wide are increasingly 
data-driven as the platforms’ capacities to deliver 
targeted advertising become more sophisticated. 
The political sphere is an area where platform 
policies regarding transparency are a particularly 
important concern. 72 The Africa Center for Strategic 
Studies reported that mis- and disinformation 
campaigns increased nearly fourfold from 2022 to 
2024, with a total of 189, and nearly 60 percent of 
these campaigns were sponsored by foreign states, 
with Russia, China and the United Emirates being 
prominent (see Figure 4.3). 73

65  Bakir & McStay (2022).
66  Zhu (2022), supported by Finnish National Agency for Education.
67  Zammit et al (2021), supported by the Erasmus+ Strategic Partnership Program; see also Gorwa & Guilbeault (2020). APIs provide a means to programmatically interface with 

platform data. One example of a problem arising from this is the harvesting of millions of user profiles that are then used for targeted political advertising (Hinds et al., 2020, 
supported in part by the Economic and Social Research Council, UK).

68  Wikipedia (2024).
69  See Chapter 2 for an extensive examination of legacy and online news media.
70  Diaz Ruiz (2023).
71  Diaz Ruiz (2023, p. 1).
72  Mehta & Erickson (2022).
73  Africa Center for Strategic Studies (2024).

http://www.informationdemocracy.org


CHAPTER 4 • BIG TECH POWER AND GOVERNING USES OF DATA

12
www.informationdemocracy.org

INFORMATION ECOSYSTEMS AND TROUBLED DEMOCRACY
A Global Synthesis of the State of Knowledge on News Media, AI and Data Governance

Figure 4.3 
Map of mis- and disinformation campaigns 
in West Africa, and state sponsorship

engagement and platform reporting is widening’ 
as platforms focus more on limiting the reach and 
impact of messaging and less on denying access 
to commercial information manipulators. 76 Others 
observe that the cost of buying manipulation over 
time is stable, 77 raising the question of how it could 
be made more costly for major generators of mis- 
and disinformation, and what impact this might then 
have.

Those who are intent on spreading mis- and disin-
formation exploit the platforms’ business models 
and encourage their complicity in campaign pro-
pagation. 78 For example, platforms provide a target 
for ‘cyber troop’ activity (i.e., government or poli-
tical party actors tasked with manipulating public 
opinion online), with activity identified in at least 
81 countries. 79 The data economy fosters a highly 
competitive labor market in datafication where 
people persuade themselves that if they do not 
take on work, others will. Anonymity is afforded to 
online laborers when they participate in datafication 
work. 80 In one experiment, 87 percent of partici-
pants were found to be willing to accept jobs 
involving the creation of mis- and disinformation. 81

Existing data governance rules permit and even 
foster the amplification of mis- and disinformation 
through coordinated influence operations as, for 
example, in Venezuela. A study there revealed a 
range of influencer motivations, organizations, 
technical systems, adversaries and strategies, 
including recruiting and paying influencers with 
campaigns that were organized through hierarchies 
and decentralized operations. Those propagating 
mis- and disinformation learned continuously how 
to evade any defenses the platform (in this case 
Twitter) created. 82 The powerful big tech companies 
operate in ways that are counterproductive to 
efforts to tackle mis- and disinformation.
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Responding to concerns about political advertising’s 
lack of transparency, in 2018, Google, Facebook 
and X (formerly Twitter) established political ad 
archives, including information about advertisers. 
However, various factors, including doubts about 
the capacity of citizens to find and understand data 
and financial incentives, work against the delivery of 
transparency in an effective and meaningful way. 74

The United Nations argues that ‘digital platforms 
should move away from business models that 
prioritize engagement above human rights, privacy 
and safety’. 75 A report commissioned by NATO’s 
Strategic Communications Centre of Excellence 
remarks that ‘buying manipulation remains cheap’ 
and ‘the gap between countering inauthentic 

74  Mehta & Erickson (2022).
75  UN (2023a, p. 23).
76  Fredheim et al. (2023, p. 3).
77  Bradshaw et al. (2021), supported by the European Research Council (ERC), Adessium Foundation, Civitates Initiative, Ford Foundation, Hewlett Foundation, Luminate, Newmark 

Philanthropies and Open Society Foundations.
78  Posetti & Bontcheva (2020).
79  Bradshaw & Howard (2019) supported by European Research Council (ERC), Adessium Foundation, Hewlett Foundation and Luminate.
80  Shleifer (2004).
81  Cohn et al. (2022).
82  Recabbaren et al. (2023), reporting on a semi-structured interview-based study with 19 participants. Interviews focused on: (1) incentives to contribute; (2) organizational 

structure; (3) resources, capabilities and limitations; (4) strategies employed; (5) operations they had participated in; (6) perception of disinformation in influence operations; 
(7) perception of the robustness of Twitter’s defenses against influence operations activities; and (8) strategies to evade and recover from detection.
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share information. 85 Another set of companies is 
capturing and cordoning off from public access rich 
sets of data that contain usable insights. The result 
is a radical difference between how an information 
ecosystem is experienced when operating in 
frameworks of institutional privilege and when 
operating outside such frameworks.

Where data is accessible through data repositories 
and networks that are designed to help people 
easily use this data to extract information to build 
knowledge, people can see themselves as readers, 
thinkers and participants in discourse. When 
most information available today is a byproduct 
of corporate data practices that primarily aim 
to satisfy goals unrelated to the social project 
of knowledge production, people are forced 
to fight a system designed to treat knowledge 
seeking as a consumer activity. 86 This makes it 
extremely difficult for people inhabiting a digital 
space to have experiences of shared inquiry. This 
dichotomy contributes to the spread of mis- and 
disinformation: ‘in a world where scholarly research 
is paywalled, it’s free to hop on YouTube to watch 
white supremacists spread racist theories about 
IQ and race. But, to read a scholarly article refuting 
the racist YouTubers’ baseless claims with well-
researched facts, the charge is USD 37.50 to 
overcome Sage Publishing’s paywall’. 87 
Open access does not resolve all the constraints 
on access to online reliable information, but it does 
at least reduce the cost barrier where a digital 
infrastructure is in place.

The comprehensive data surveillance that underlies 
digital infrastructure, and the way that corporations 
aim to monopolize surveillance data to control who 
has access to what kinds of information, means that 
the role of data in information ecosystems should 
not be considered solely in terms of individual 
impacts. The inadequacy of conceptualizing the 
harms of the data economy in individualistic 

Other studies of online activity that is antithetical 
to healthy information ecosystems emphasize that 
it is crucial to examine the political economy of 
this activity – and not just the individual actors. 
For example, a study of mis- and disinformation 
campaigns in the Philippines and Indonesia 
(countries with high levels of social media 
activity) concluded that legacy media’s history of 
ownership and political collusions in postcolonial 
societies makes them vulnerable to narratives 
about ‘bias’ and ‘bigotry’. In this case, research 
highlighted ‘the broader (Western) discourse) that 
has positioned these two countries as examples 
of Global Majority contexts where social media 
have “ruined democracy”, insofar as masses of 
voters are assumed to have been duped by digital 
disinformation campaigns’. 83 It is a major problem 
when research focuses on individuals instead of on 
the political economy of infrastructures and data 
monetization, which enables platform complicity in 
encouraging the villainy of mis- and disinformation 
actors. 84 This confirms the need for creative 
approaches to data governance and for democratic 
decision making about who should be able to make 
use of data.

4  Towards 
Democratic Data 
Governance

The two varieties of corporate data monopolization 
(to control capital and access to knowledge) work 
in tandem to shape information ecosystems. The 
tech companies that are producing and using data 
for directing commercial behavior are maintaining 
an impoverished public sphere, which serves as the 
default digital space in which people discover and 

83  Ong & Tapsell (2022, p. 252), supported by the Department of Foreign Affairs and Trade, Australia.
84  Ong & Tapsell (2022, p. 265), footnote in quote omitted.
85  Franks (2021).
86  Couldry & Mejias (2019); Magalhães & Couldry (2021); Schoon et al. (2020); West (2019).
87  The Majority Report w/ Sam Seder (2023, p. 74).
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terms is easy to see when thinking about the 
way that monopolistic corporate behavior makes 
access to high-quality information contingent 
on social and economic privilege. However, a 
more multidimensional account of data harms 
is necessary to make sense of the asymmetrical 
structure of the markets the major tech companies 
are using data to create.

The data collection practices of the most 
powerful technology companies are aimed 
primarily at deriving (and producing) 
population level insights regarding how data 
subjects relate to others, not individual 
insights specific to the data subject. These 
insights can then be applied to all individuals 
(not just the data subject) that share these 
population features. 88

The most prominent approaches to data 
governance (including AI governance) tend to focus 
on protecting security (individual and/or state), 
property and dignity/autonomy. Robust enforcement 
might improve outcomes for individuals and 
communities in highly datafied societies, but 
these frameworks fail in providing a framework for 
contesting datafication itself. 89 A primary motivation 
for companies to produce and aggregate massive 
amounts of data is to make predictions about group 
membership, group characteristics and behaviors 
that facilitate targeting for economic or political 
purposes, often to enhance targeted marketing 
of goods and services as well as for personalizing 
content.

While some existing or proposed frameworks for 
data governance address problems of improper 
economic or political influence, they do not take 
up the underlying data practices that make such 
targeting possible. They do not take account of the 
way data practices that strive to shape individual 
behavior according to predictions of AI tools about 
group membership can produce or entrench social 
injustices (such as wealth disparities or racial 
oppression). 90 Population level data injustice is 

related to, but conceptually distinct from, individual 
harms that people suffer as a result of facial 
recognition algorithms trained on data that reflects 
racial bias. 91 A neglected problem that arises 
with training AI systems at the population level 
is that the burdens of data production are borne 
disproportionately by certain groups. To understand 
what this means concretely, consider the case of a 
company called Fog Data Science.

Population level data injustice: Fog Data 
Science is a company based in the United 
States founded by two former Department of 
Homeland Security officials. Its main product 
is a digital tracking program called Fog Reveal, 
which it sells primarily to law enforcement 
agencies. Police departments that subscribe 
to Fog Reveal have access to a database 
containing billions of records from 250 million 
mobile devices, and can conduct a variety of 
different searches (including search by device 
ID). Based on these searches, the police can 
develop a ‘pattern of life analysis’ – a profile 
of individual habits based on long-term 
behavioral data. Fog Data Science built and 
maintains the Fog Reveal database by buying 
domestic and international location data 
from data brokers, which originates from over 
700 smartphone apps using a mechanism 
called an ‘ad ID’.

The ad ID was created as a way for advertisers to 
personalize offers for mobile device users. It is a 
random string of numbers and letters that attaches 
to the data that smartphone apps generate 
about users – bundles of data can include private 
information (year of birth, gender, search terms 
used and location). Most mobile device users do not 
know about ad IDs or how they work, and those who 
are aware that their apps are recording data about 
their movements rarely have a way of knowing that 
this data is being purchased by data brokers and 

88  Viljoen (2021, p. 577).
89  Datafication is defined in Section 2, Chapter 1. AI system governance through legislative approaches is discussed in Section 4.4, Chapter 6 and Section 3.1, Chapter 7.
90  Viljoen (2021).
91  Mayson (2018).
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transferred and copied, 94 data governance 
interventions need to consider how population level 
effects of data practices manifest within, but also 
across, political boundaries.

5  Chapter Summary
This chapter has examined how digital data, data-
dependent digital infrastructures, data markets 
and companies in the data business produce 
inequalities. It has focused on how powerful actors 
within social, economic and political systems 
determine what data is produced and how it is 
produced. Data aggregation techniques and the 
AI systems embedded in digital platforms and 
services are changing how people build, share and 
receive information and knowledge. This chapter 
examined research on how the business models of 
big tech companies contribute to the production of 
mis- and disinformation by creating incentives for 
individuals to engage in information production of 
this kind.

These models lead to the dependence of individuals 
and industry sectors on the technologies and 
services provided by big tech companies in data-
intensive economies. The research synthesis was 
informed by a political economy approach which 
focuses on struggles to govern data practices to be 
consistent with people’s rights and interests. This 
chapter has shown how the monopolistic power 
and data governance practices favored by big tech 
companies succeed in pre-empting meaningful 
political deliberation about issues such as rights to 
data ownership, what role data should have in the 
private and public sectors, and in what contexts 
data production should be minimized or prohibited.

It has emphasized that combating mis- and di-
sinformation is a collective endeavor. It requires 
concerted action from governments, platform pro-
viders, civil society and political entities to question 

sold to the police for surveillance purposes. If an 
individual is aware that there is a trade-off involved 
in using an app, they think of it as a trade-off of 
their privacy for their convenience. They have no 
way to predict downstream uses of their data or to 
orient their behavior ethically with an awareness of 
potential downstream harms.

The fact that ad ID is being used non-transparently 
for policing creates risks that disproportionately 
impact some groups more than others. In the 
United States, a middle-aged White woman is 
much less likely to be targeted by police using Fog 
Reveal than a young Black man, so Black men will 
disproportionately experience the harms not only 
of Fog Reveal, but of all the companies in the chain 
through which Fog Reveal obtains data. 92

This illustrates a pervasive problem in a political 
economy where average levels of awareness of, 
and tolerance for, privacy invasion set the limits 
of data practices, with drastically differential real-
world consequences for different groups of people. 
Democratic data governance requires political 
structures that make it possible for communities to 
grapple with how data production and information 
extraction impacts on the distribution of power 
among people and those entities engaging in these 
practices, who are already differently situated 
– socially, culturally and economically:

The status quo of data governance law, as 
well as prominent proposals for its reform 
… attempt to reduce legal interests in 
information to individualist claims subject to 
individualist remedies, which are structurally 
incapable of representing the interests and 
effects of data production’s population-level 
aims. This in turn allows significant forms of 
social informational harm to go unrepresented 
and unaddressed in how the law governs data 
collection, processing, and use. 93

Given the global reach of big tech companies, 
and the ease with which data is created, shared, 

92  Cyphers (2022); Greenberg (2022); Turow et al. (2023).
93  Viljoen (2021, p. 578).
94  Quintais et al. (2023).
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the fairness of technology development and data 
uses that have unfair discriminatory consequences 
or do not foster information ecosystems that uphold 
the integrity of democratic processes.

The synthesis of research in this chapter shows 
that:

•   Dependence on data-intensive algorithmic 
products, marketed as ‘AI’, is growing, posing 
significant risks to democracy. This is because 
when data and information are structured in 
ways that few understand or have control over, 
this affects their abilities to resist manipulations 
and to think and deliberate with others about 
the common good.

•  The monopolization of data (i.e., data organized 
as usable insight or knowledge) occurs by 
converting data resources (including public 
data resources) into private assets. People are 
surveilled for data and the big tech companies 
do not limit their data collection to the data 
they extract. They buy or license data from 
other companies (and acquire data analytics 
companies) that gather or process data. 
Other less well known, but similarly powerful, 
companies also participate by amassing, 
analyzing and then selling data sets to other 
companies and institutions.

•  Data governance legislation and frameworks are 
sufficiently permissive to foster the amplification 
of mis- and disinformation. These governance 
arrangements mean that companies and their 
infrastructures are creating de facto data 
governance frameworks that are inconsistent 
with data justice, and these frameworks have 
become normalized.

•  Understanding the role of data and machine 
learning technologies in information ecosystems 
requires a multidimensional analysis of data 
harms that is informed by how global data 
dependency is becoming entrenched – that 
is, it must go beyond the study of impacts on 
individuals to focus on the political economy of 
power relationships and the asymmetries they 
produce.

Research is needed:

•  To investigate the tension between the benefits 
of building out network infrastructures and 
promoting the use of AI systems in countries 
in the Global Majority World where internet 
access is absent or very limited. Doing so 
risks entrenching the problems experienced in 
higher-income, data-intensive economies with 
their advanced digital infrastructures and claims 
to robust data governance regimes.

•  To assess whether AI systems are developing 
in ways that are counterproductive to efforts 
(technical or otherwise) to tackle mis- and 
disinformation by investigating and exposing 
how big tech business models make them 
attractive targets for mis- and disinformation 
campaigns and encourage their complicity in 
such campaigns.

•  To study how online labor markets incentivize 
the production of mis- and disinformation and 
the efficacy of steps that could be taken to 
discourage this.

•  To investigate how extractive data production 
has harmful consequences for people’s daily 
lives, with a focus on the replication and 
exacerbation of inequalities and injustices.

•  To examine data governance frameworks 
devised in countries in the Global Majority 
World where they are still emerging or have 
only recently been put in place, in order to 
understand what strategies are available to 
resist the power of big tech companies.
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